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#### Abstract

The aim of this paper is to investigate spectral properties of the imaginary Airy operator with an additional $\delta$-interaction. We find the asymptotic behavior of large eigenvalues and the resolvent norm, and thereby also establish the completeness of the eigensystem. The results are compared, in particular, with the properties of the imaginary Airy operator with an additional $\delta^{\prime}$-interaction studied in [18].


## 1. Introduction

Schrödinger operators with singular interactions have been a popular topic in spectral theory and mathematical physics for many decades. The first rigorous mathematical contributions in this field is [10] by Berezin and Faddeev from 1961, but the best known reference is certainly the classical monograph Solvable Models in Quantum Mechanics by Fritz and his coauthors published first in 1988, with a second issue from 2005 [2]. In this note we go beyond the self-adjoint models treated in Fritz's monograph and in numerous other papers, and investigate a particular non-self-adjoint spectral problem; cf. [1, 3, 8, 22, 26, 32, 33]. More precisely, here our main objective is to study the imaginary Airy operator with an additional $\delta$-interaction in $L^{2}(\mathbb{R})$. Note that the Airy differential expression $-\partial_{x}^{2}+\mathrm{i} x$ was investigated in many works, e.g. [4, 18, 19, 21]. In particular, the work of Grebenkov, Helffer and Henry [18] is an extensive study of various operator realizations, including the additional $\delta^{\prime}$-interaction, but to the best of our knowledge the case of $\delta$-interactions has not been treated in the mathematical literature.

Recall first that the $L^{2}(\mathbb{R})$ realization $A^{\mathbb{R}}$ of the Airy differential expression $-\partial_{x}^{2}+\mathrm{i} x$ is m -accretive and with compact resolvent. Moreover, the spectrum is empty and the resolvent norm diverges super-exponentially, that is,

$$
\begin{equation*}
\left\|\left(A^{\mathbb{R}}-\lambda\right)^{-1}\right\|=\sqrt{\frac{\pi}{2}} \lambda^{-\frac{1}{4}} \exp \left(\frac{4}{3} \lambda^{\frac{3}{2}}\right)(1+o(1)), \quad \lambda \rightarrow+\infty, \tag{1.1}
\end{equation*}
$$

[^0]see, e.g., [19, Sec. 14]. The last two properties are in stark contrast to the behavior of the decoupled operators $A_{\mathrm{D}, \mathrm{N}}^{\mathbb{R}_{-}} \oplus A_{\mathrm{D}, \mathrm{N}}^{\mathbb{R}_{+}}$in $L^{2}(\mathbb{R})$ with an additional Dirichlet or Neumann condition at zero, whose spectra comprise countably many non-real eigenvalues on two rays $e^{ \pm \frac{\pi}{3} i} \mathbb{R}_{+}$and the resolvent norm decays as $\lambda \rightarrow+\infty$, see Section 2.2 for more details.

It was established in [18] that the spectral properties of the free case $A^{\mathbb{R}}$ are substantially affected not only by the complete decoupling, but also by a $\delta^{\prime}$-interaction at 0 (also called semi-permeable barrier)

$$
A_{\beta \delta^{\prime}}=-\partial_{x}^{2}+\mathrm{i} x+\beta \delta^{\prime}, \quad \beta \in \mathbb{R}
$$

Notice that while for $\beta=0$ the free operator $A^{\mathbb{R}}$ is recovered, the case $\beta= \pm \infty$ corresponds to the Neumann decoupling $A_{\mathrm{N}}^{\mathbb{R}_{-}} \oplus A_{\mathrm{N}}^{\mathbb{R}_{+}}$. Thus $A_{\beta \delta^{\prime}}$, $\beta \in \mathbb{R} \backslash\{0\}$, lies between these two extremes, nonetheless the spectral properties are closer to the decoupled case. In particular, the spectrum contains countably many non-real eigenvalues (asymptotically close to those of Neumann decoupling) and the resolvent norm satisfies

$$
\begin{equation*}
\left\|\left(A_{\beta \delta^{\prime}}-\lambda\right)^{-1}\right\|=\mathcal{O}\left(\lambda^{-\frac{1}{4}}\right), \quad \lambda \rightarrow+\infty \tag{1.2}
\end{equation*}
$$

see Section 2.2 for more details.
In this work we complement the study of Airy operators in $L^{2}(\mathbb{R})$ by analyzing the $\delta$-interaction at 0 , i.e.

$$
A_{\alpha \delta}:=-\partial_{x}^{2}+\mathrm{i} x+\alpha \delta, \quad \alpha \in \mathbb{R},
$$

which lies between the free $A^{\mathbb{R}}$ for $\alpha=0$ and the Dirichlet decoupling $A_{\mathrm{D}}^{\mathbb{R}_{-}} \oplus A_{\mathrm{D}}^{\mathbb{R}_{+}}$for $\alpha= \pm \infty$. It turns out that similarly to the $\delta^{\prime}$-interaction, the spectral properties are closer to the decoupled case. More precisely, we will show that for $\alpha \neq 0$ there are countably many non-real eigenvalues of $A_{\alpha \delta}$ which lie asymptotically close to those of Dirichlet decoupling, see Theorem 4.5. Moreover, for $\alpha<0$ there is exactly one simple real eigenvalue $\lambda_{0}(\alpha)$ and this eigenvalue satisfies

$$
\begin{aligned}
& \lambda_{0}(\alpha)=\left(\frac{3}{4} \log \frac{1}{|\alpha|}\right)^{\frac{2}{3}}(1+o(1)), \quad \alpha \rightarrow 0-, \\
& \lambda_{0}(\alpha)=-\frac{\alpha^{2}}{4}(1+o(1)), \quad \alpha \rightarrow-\infty,
\end{aligned}
$$

see Theorem 4.4. In other words, the real eigenvalue disappears as we approach the free case $A_{0 \delta}=A^{\mathbb{R}}$ with empty spectrum and, for a large negative coupling, we recover the behavior of the eigenvalue of $-\partial_{x}^{2}+\alpha \delta$ in $L^{2}(\mathbb{R})$. It also turns out in Theorem 5.1 that for $\alpha \neq 0$ the resolvent norm satisfies

$$
\left\|\left(A_{\alpha \delta}-\lambda\right)^{-1}\right\|=\frac{(2 \pi)^{\frac{1}{2}}}{|\alpha|} \lambda^{\frac{1}{4}}+\mathcal{O}\left(\lambda^{-\frac{1}{4}}\right), \quad \lambda \rightarrow+\infty .
$$

Although the resolvent norm is not decaying as for the $\delta^{\prime}$-interaction, see (1.2), it diverges much slower than the free case (1.1). Moreover, the obtained power-growth still allows to conclude the completeness of the eigensystem, see Corollary 5.2. In fact, as the regularity of coefficients is known to affect the behavior of the resolvent norm both in the semiclassical and non-semiclassical case, see $[14,20,27]$, the observed difference in the rates reflects the intuition that the $\delta$-interaction is less singular than $\delta^{\prime}$.

The paper is organized as follows. In Section 2, we summarize some known facts on various Airy operators, mostly relying on the results in [18]. In Section 3, we introduce the operator $A_{\alpha \delta}$ first by recalling the form based strategy and then via the construction of the boundary triple for a dual pair; cf. $[9,28,29,30,31]$. The latter provides, in particular, an associated Weyl function and a Krein-type resolvent formula. In Section 4 we investigate the spectrum of $A_{\alpha \delta}$ based on the analysis of the Weyl function and Section 5 contains the resolvent estimate for $\lambda \rightarrow+\infty$. Finally, Appendix A summarizes relevant properties of Airy functions and contains some technical lemmas.
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## 2. Some known results on imaginary Airy operators

We briefly recall the main facts on the domains of definition, spectra and behavior of the resolvent norm. In the following, for $a, b \geq 0$, we write $a \lesssim b$ if there exists a constant $C>0$, independent of any relevant variable or parameter, such that $a \leq C b$. The relation $a \gtrsim b$ is defined analogously whereas $a \approx b$ means that $a \lesssim b$ and $a \gtrsim b$.
2.1. Various Airy operators. In the following, for a multiplication operator in $L^{2}(\Omega)$ by a measurable function $m$, the maximal domain is denoted by

$$
\operatorname{Dom}(m)=\left\{f \in L^{2}(\Omega): m f \in L^{2}(\Omega)\right\}
$$

The following operators in $L^{2}(\mathbb{R})$ and $L^{2}\left(\mathbb{R}_{ \pm}\right)$

$$
\begin{aligned}
& A^{\mathbb{R}}=-\partial_{x}^{2}+\mathrm{i} x, \operatorname{Dom}\left(A^{\mathbb{R}}\right)=W^{2,2}(\mathbb{R}) \cap \operatorname{Dom}(x), \\
& A_{\mathrm{D}}^{\mathbb{R}_{ \pm}}=-\partial_{x}^{2}+\mathrm{i} x, \quad \operatorname{Dom}\left(A_{\mathrm{D}}^{\mathbb{R}_{ \pm}}\right)=\left\{f \in W^{2,2}\left(\mathbb{R}_{ \pm}\right) \cap \operatorname{Dom}(x):\right. \\
&f(0)=0\}, \\
& A_{\mathrm{N}}^{\mathbb{R}_{ \pm}}=-\partial_{x}^{2}+\mathrm{i} x, \quad \operatorname{Dom}\left(A_{\mathrm{N}}^{\mathbb{R}_{ \pm}}\right)=\left\{f \in W^{2,2}\left(\mathbb{R}_{ \pm}\right) \cap \operatorname{Dom}(x):\right. \\
&\left.f^{\prime}(0)=0\right\},
\end{aligned}
$$

are m-accretive and have compact resolvents in the Schatten-class $\mathcal{S}_{p}$ with any $p>3 / 2$, see [18]. Following [19, Sec. 14] or [17, Thm. VII.2.6], the domain of $A^{\mathbb{R}}$ can also be characterized as

$$
\begin{equation*}
\operatorname{Dom}\left(A^{\mathbb{R}}\right)=\left\{f \in L^{2}(\mathbb{R}):-f^{\prime \prime}+\mathrm{i} x f \in L^{2}(\mathbb{R})\right\} \tag{2.2}
\end{equation*}
$$

The separation of the domain (2.1) is related to the graph norm estimates, in particular for $A^{\mathbb{R}}$,

$$
\begin{equation*}
\left\|A^{\mathbb{R}} f\right\|^{2}+\|f\|^{2} \approx\left\|f^{\prime \prime}\right\|^{2}+\|x f\|^{2}+\|f\|^{2}, \quad f \in \operatorname{Dom}\left(A^{\mathbb{R}}\right) \tag{2.3}
\end{equation*}
$$

and analogously for $A_{\mathrm{D}, \mathrm{N}}^{\mathbb{R}_{ \pm}}$, see [11, 25]. The adjoint operators read

$$
\begin{align*}
B^{\mathbb{R}}:=\left(A^{\mathbb{R}}\right)^{*}=-\partial_{x}^{2}-\mathrm{i} x, \quad \operatorname{Dom}\left(\left(A^{\mathbb{R}}\right)^{*}\right)=\operatorname{Dom}\left(A^{\mathbb{R}}\right), \\
B_{\mathrm{D}, \mathrm{~N}}^{\mathbb{R}_{ \pm}}:=\left(A_{\mathrm{D}, \mathrm{~N}}^{\mathbb{R}_{ \pm}}\right)^{*}=-\partial_{x}^{2}-\mathrm{i} x, \quad \operatorname{Dom}\left(\left(A_{\mathrm{D}, \mathrm{~N}}^{\mathbb{R}_{ \pm}}\right)^{*}\right)=\operatorname{Dom}\left(A_{\mathrm{D}, \mathrm{~N}}^{\mathbb{R}_{ \pm}}\right) . \tag{2.4}
\end{align*}
$$

The work [18] comprises also the Robin case and, in particular, the $\delta^{\prime}$ interaction with coupling $\beta \in \mathbb{R}$, i.e.

$$
\begin{aligned}
& A_{\beta \delta^{\prime}}^{\mathbb{R}}=-\partial_{x}^{2}+\mathrm{i} x, \\
& \operatorname{Dom}\left(A_{\beta \delta^{\prime}}^{\mathbb{R}}\right)=\left\{f \in W^{2,2}(\mathbb{R} \backslash\{0\}) \cap \operatorname{Dom}(x):\right. f^{\prime}(0-)=f^{\prime}(0+), \\
&\left.f(0+)-f(0-)=\beta f^{\prime}(0)\right\} ;
\end{aligned}
$$

note that in [18] this interaction is called a transmission boundary condition or semi-permeable barrier and the notation $\beta=1 / \kappa$ is used. It is known that $A_{\beta \delta^{\prime}}^{\mathbb{R}}$ is quasi-m-accretive (i.e. there is $c_{\beta}>0$ such that $A_{\beta \delta^{\prime}}^{\mathbb{R}}+c_{\beta}$ is m -accretive) and with compact resolvent in $\mathcal{S}_{p}$ with any $p>3 / 2$, see [18, Sec. 4].
2.2. Spectra and resolvent norms. The spectrum of $A^{\mathbb{R}}$ is empty and the spectra of $A_{\mathrm{D}, \mathrm{N}}^{\mathbb{R}_{+}}$are explicit in terms of the Airy zeros $a_{n}$ and $a_{n}^{\prime}, n \in \mathbb{N}$, of the function Ai and its derivative $\mathrm{Ai}^{\prime}$, respectively, see Appendix A,

$$
\begin{equation*}
\sigma\left(A^{\mathbb{R}}\right)=\emptyset, \quad \sigma\left(A_{\mathrm{D}}^{\mathbb{R}_{+}}\right)=\left\{e^{\frac{\pi}{3} \mathrm{i}}\left|a_{n}\right|\right\}_{n \in \mathbb{N}}, \quad \sigma\left(A_{\mathrm{N}}^{\mathbb{R}_{+}}\right)=\left\{e^{\frac{\pi}{3} \mathrm{i}}\left|a_{n}^{\prime}\right|\right\}_{n \in \mathbb{N}} . \tag{2.5}
\end{equation*}
$$

All eigenvalues of $A_{\mathrm{D}, \mathrm{N}}^{\mathbb{R}_{+}}$are simple (with the algebraic multiplicity one) and the corresponding eigenfunctions are complete in $L^{2}\left(\mathbb{R}_{+}\right)$.

The spectra of the other operators on the half-line can be obtained by straightforward transformations. For instance, employing

$$
\mathcal{P}: L^{2}\left(\mathbb{R}_{+}\right) \rightarrow L^{2}\left(\mathbb{R}_{-}\right):(\mathcal{P} u)(x):=u(-x),
$$

we arrive at $\mathcal{P}^{-1} A_{D}^{\mathbb{R}_{-}} \mathcal{P}=B_{D}^{\mathbb{R}_{+}}$and $\mathcal{P}^{-1} A_{N}^{\mathbb{R}_{-}} \mathcal{P}=B_{N}^{\mathbb{R}_{+}}$, thus

$$
\begin{aligned}
& \sigma\left(A_{\mathrm{D}}^{\mathbb{R}_{-}}\right)=\sigma\left(B_{\mathrm{D}}^{\mathbb{R}_{+}}\right)=\left\{\bar{\lambda}: \lambda \in \sigma\left(A_{\mathrm{D}}^{\mathbb{R}_{+}}\right)\right\}=\left\{e^{-\frac{\pi}{3} \mathrm{i}}\left|a_{n}\right|\right\}_{n \in \mathbb{N}}, \\
& \sigma\left(A_{\mathrm{N}}^{\mathbb{R}_{-}}\right)=\sigma\left(B_{\mathrm{N}}^{\mathbb{R}_{+}}\right)=\left\{\bar{\lambda}: \lambda \in \sigma\left(A_{\mathrm{N}}^{\mathbb{R}_{+}}\right)\right\}=\left\{e^{-\frac{\pi}{3} \mathrm{i}}\left|a_{n}^{\prime}\right|\right\}_{n \in \mathbb{N}} .
\end{aligned}
$$

Moreover, the following spectral properties of $A_{\beta \delta^{\prime}}^{\mathbb{R}}$ are established in [18, Thm. 1.1].

Theorem 2.1 ([18, Thm. 1.1]). For any $\beta \in \mathbb{R} \backslash\{0\}$, the spectrum of $A_{\beta \delta^{\prime}}$ is discrete and non-empty. The eigenvalues $\lambda_{n}(\beta)$ are determined as solutions of the equation

$$
2 \beta \pi \operatorname{Ai}^{\prime}\left(e^{\frac{2}{3} \pi \mathrm{i}} \lambda\right) \operatorname{Ai}^{\prime}\left(e^{-\frac{2}{3} \pi \mathrm{i}} \lambda\right)+1=0
$$

For every $\beta>0$, there exists $N \in \mathbb{N}$ such that for all $n \geq N$, there exists a unique eigenvalue of $A_{\beta \delta^{\prime}}$ in the ball $B\left(e^{ \pm \frac{\pi}{3}}\left|a_{n}^{\prime}\right|, 2\left(\beta\left|a_{n}^{\prime}\right|\right)^{-1}\right)$. Moreover, for every $\beta>0$, the eigensystem of $A_{\beta \delta^{\prime}}$ is complete in $L^{2}(\mathbb{R})$.

In the theorem above, the eigensystem means the collection of all eigenfunctions and possibly finitely many root functions (generalized eigenfunctions) as finitely many Jordan blocks can be present (although the numerics suggests that all eigenvalues are simple, see [18]).

We note that the resolvents of the operators in Section 2.1 are integral operators with kernels explicit in Airy functions, see [18] for details. We recall here the behavior of the resolvent norm. For the operator $A^{\mathbb{R}}$, it is well-known that the resolvent norm is independent of $\operatorname{Im} \lambda$ and that

$$
\left\|\left(A^{\mathbb{R}}-\lambda\right)^{-1}\right\|=\sqrt{\frac{\pi}{2}} \lambda^{-\frac{1}{4}} \exp \left(\frac{4}{3} \lambda^{\frac{3}{2}}\right)(1+o(1)), \quad \lambda \rightarrow+\infty,
$$

see $[6,12,19]$ for details. For the Dirichlet and Neumann (and also Robin) operators on the half-line, the Hilbert-Schmidt norm has the asymptotic behavior

$$
\left\|\left(A_{\mathrm{D}, \mathrm{~N}}^{\mathbb{R}_{+}}-\lambda\right)^{-1}\right\|_{\mathcal{S}_{2}} \approx \lambda^{-\frac{1}{4}}(\log \lambda)^{\frac{1}{2}}, \quad \lambda \rightarrow+\infty
$$

see [18, Prop. 3.6, 3.10]. Moreover, [7, Thm. 4.2, Rem. 5.4, Ex. 7.1] yields that the operator norm satisfies

$$
\begin{equation*}
\left\|\left(A_{\mathrm{D}, \mathrm{~N}}^{\mathbb{R}-\lambda}-\lambda\right)^{-1}\right\| \lesssim \lambda^{-\frac{1}{4}}, \quad \lambda \rightarrow+\infty \tag{2.6}
\end{equation*}
$$

Finally, for the $\delta^{\prime}$-interaction with $\beta \neq 0$, it is established in [18, Prop. 8.5] that

$$
\left.\|\left(A_{\beta \delta^{\prime}}-\lambda\right)^{-1}-\left(A_{\mathrm{N}}^{\mathbb{R}_{-}} \oplus A_{\mathrm{N}}^{\mathbb{R}_{+}}-\lambda\right)^{-1}\right) \|_{\mathcal{S}_{2}} \lesssim \lambda^{-\frac{3}{4}}, \quad \lambda \rightarrow+\infty
$$

hence, using the estimates on the resolvent of $A_{\mathrm{N}}^{\mathbb{R}_{ \pm}}$above,

$$
\left\|\left(A_{\beta \delta^{\prime}}-\lambda\right)^{-1}\right\|_{\mathcal{S}_{2}} \approx \lambda^{-\frac{1}{4}}(\log \lambda)^{\frac{1}{2}}, \quad\left\|\left(A_{\beta \delta^{\prime}}-\lambda\right)^{-1}\right\| \lesssim \lambda^{-\frac{1}{4}} \quad \lambda \rightarrow+\infty
$$

## 3. The imaginary Airy operator with $\delta$-interaction

3.1. Form approach. The imaginary Airy operator with $\delta$-interaction at 0 with coupling $\alpha \in \mathbb{R}$, i.e.

$$
-\partial_{x}^{2}+\mathrm{i} x+\alpha \delta(x), \quad \alpha \in \mathbb{R},
$$

can be introduced as a densely defined closed operator $A_{\alpha \delta}$ in $L^{2}(\mathbb{R})$ through the corresponding sesquilinear form

$$
\begin{aligned}
a_{\alpha \delta}[f] & :=\left\|f^{\prime}\right\|^{2}+\mathrm{i} \int_{\mathbb{R}} x|f(x)|^{2} \mathrm{~d} x+\alpha|f(0)|^{2}, \\
\operatorname{Dom}\left(a_{\alpha \delta}\right) & :=W^{1,2}(\mathbb{R}) \cap \operatorname{Dom}\left(|x|^{\frac{1}{2}}\right) .
\end{aligned}
$$

Although this form is not coercive (or closed sectorial), it is coercive in the generalized sense of Almog and Helffer, see [5] where the free case $\alpha=0$ is investigated in detail. For $\alpha \neq 0$, the standard inequality

$$
|f(0)|^{2} \leq \varepsilon\left\|f^{\prime}\right\|^{2}+C_{\varepsilon}\|f\|^{2}, \quad f \in W^{1,2}(\mathbb{R})
$$

valid with an arbitrary $\varepsilon>0$ and some $C_{\varepsilon}>0$, can be used to verify that the additional term is a relatively small perturbation that does not affect the generalized coercivity. Thus $a_{\alpha \delta}$ defines a closed operator $A_{\alpha \delta}$ with nonempty resolvent set and compact resolvent. Following [24, Ex. VI.2.16] and [25], one can verify that

$$
\begin{align*}
A_{\alpha \delta} & =-\partial_{x}^{2}+\mathrm{i} x, \\
\operatorname{Dom}\left(A_{\alpha \delta}\right) & =\left\{f \in W^{2,2}(\mathbb{R} \backslash\{0\}) \cap \operatorname{Dom}(x):\right.  \tag{3.1}\\
& \left.f(0-)=f(0+), f^{\prime}(0+)-f^{\prime}(0-)=\alpha f(0)\right\},
\end{align*}
$$

as expected. It is also straightforward to check that $A_{\alpha \delta}$ is quasi-m-accretive, thus the numerical range argument [24, Thm. V.3.2] yields a basic resolvent estimate, namely for every $\tau \in(\pi / 2,3 \pi / 2)$,

$$
\begin{equation*}
\left\|\left(A_{\alpha \delta}-e^{\mathrm{i} \tau} t\right)^{-1}\right\| \lesssim \frac{1}{t}, \quad t \rightarrow+\infty \tag{3.2}
\end{equation*}
$$

Remark 3.1. It follows from the pseudomode construction in [27, Sec. 5] that for every $\tau \in(-\pi / 2,0) \cup(0, \pi / 2)$ and every $N \in N$

$$
\begin{equation*}
\left\|\left(A_{\alpha \delta}-e^{\mathrm{i} \tau} t\right)^{-1}\right\| \gtrsim t^{N}, \quad e^{\mathrm{i} \tau} t \in \rho\left(A_{\alpha \delta}\right), t \rightarrow+\infty . \tag{3.3}
\end{equation*}
$$

On the other hand, following [7, Sec. 3,5.3], we obtain

$$
\begin{equation*}
\left\|\left(A_{\alpha \delta}-\mathrm{i} t\right)^{-1}\right\| \lesssim 1, \quad t \rightarrow+\infty . \tag{3.4}
\end{equation*}
$$

In fact, in both cases (3.3), (3.4) a slight extension of the arguments in the given references is needed to show that local perturbations or singular interactions do not affect the claims. In the former, it is used that the pseudomodes are supported around $\sin (\tau) t$, see [27, Sec. 5], in the latter, the partition in [7, Sec. 5.3] can be employed and the estimate around 0 remains valid, see the proof of [7, Prop. 5.3].
3.2. Boundary triple. In the following, we introduce the operators $A_{\alpha \delta}$, $\alpha \in \mathbb{R}$, in an alternative way via a boundary triple for dual pairs, see, e.g. [29, 30] or [9, Sec. 6]. This construction yields also a convenient representation of the resolvent (which can also be obtained directly, e.g. relying on [24, Lem. III.6.36]).

First, observe that the minimal operator in $L^{2}(\mathbb{R})$

$$
\begin{align*}
& A_{\text {min }}=-\partial_{x}^{2}+\mathrm{i} x, \\
& \operatorname{Dom}\left(A_{\min }\right)=\left\{f \in W^{2,2}(\mathbb{R} \backslash\{0\}) \cap \operatorname{Dom}(x):\right.  \tag{3.5}\\
&\left.f( \pm 0)=f^{\prime}(0 \pm)=0\right\},
\end{align*}
$$

is closed and its adjoint is given by

$$
\begin{equation*}
A_{\min }^{*}=-\partial_{x}^{2}-\mathrm{i} x, \quad \operatorname{Dom}\left(A_{\min }^{*}\right)=W^{2,2}(\mathbb{R} \backslash\{0\}) \cap \operatorname{Dom}(x) . \tag{3.6}
\end{equation*}
$$

Indeed, the closedness of $A_{\text {min }}$ can be checked by standard arguments employing that $A_{\min } \subset A^{\mathbb{R}}$ and that the graph norm separation (2.3) allows to control the Dirichlet and Neumann trace. The claim on the adjoint is a consequence of the next lemma.

Lemma 3.2. The adjoint of the operator

$$
\begin{aligned}
A_{\min }^{\mathbb{R}_{+}} & =-\partial_{x}^{2}+\mathrm{i} x, \\
\operatorname{Dom}\left(A_{\min }^{\mathbb{R}_{+}}\right) & =\left\{f \in W^{2,2}\left(\mathbb{R}_{+}\right) \cap \operatorname{Dom}(x): f(0)=f^{\prime}(0)=0\right\},
\end{aligned}
$$

in $L^{2}\left(\mathbb{R}_{+}\right)$reads

$$
\left(A_{\min }^{\mathbb{R}_{+}}\right)^{*}=-\partial_{x}^{2}-\mathrm{i} x, \quad \operatorname{Dom}\left(\left(A_{\min }^{\mathbb{R}_{+}}\right)^{*}\right)=W^{2,2}\left(\mathbb{R}_{+}\right) \cap \operatorname{Dom}(x) .
$$

Proof. The inclusion $W^{2,2}\left(\mathbb{R}_{+}\right) \cap \operatorname{Dom}(x) \subset \operatorname{Dom}\left(A_{\min }^{\mathbb{R}_{+}}\right)^{*}$ is straightforward. For the other inclusion, let $g \in \operatorname{Dom}\left(A_{\min }^{\mathbb{R}_{+}}\right)^{*}$. Then, there is $\eta \in L^{2}\left(\mathbb{R}_{+}\right)$ such that, for all $f \in \operatorname{Dom}\left(A_{\text {min }}^{\mathbb{R}_{+}}\right)$, we have

$$
\left(A_{\min }^{\mathbb{R}_{+}} f, g\right)_{L^{2}\left(\mathbb{R}_{+}\right)}=(f, \eta)_{L^{2}\left(\mathbb{R}_{+}\right)} .
$$

Since $C_{0}^{\infty}\left(\mathbb{R}_{+}\right) \subset \operatorname{Dom}\left(A_{\min }^{\mathbb{R}_{+}}\right)$, we obtain

$$
-g^{\prime \prime}=\eta+\mathrm{i} x g \quad \text { in } \mathcal{D}^{\prime}\left(\mathbb{R}_{+}\right) .
$$

As $g, \eta \in L^{2}\left(\mathbb{R}_{+}\right)$and $x g \in L_{\mathrm{loc}}^{2}\left(\overline{\mathbb{R}_{+}}\right)$, we conclude $g^{\prime \prime} \in L_{\mathrm{loc}}^{2}\left(\overline{\mathbb{R}_{+}}\right)$. Moreover, since $g^{\prime}(x)=\int_{0}^{x} g^{\prime \prime}(t) \mathrm{d} t+c$ with some $c \in \mathbb{C}$, we also have $g^{\prime} \in L_{\text {loc }}^{2}\left(\overline{\mathbb{R}_{+}}\right)$. In summary,

$$
\operatorname{Dom}\left(A_{\min }^{\mathbb{R}_{+}}\right)^{*} \subset\left\{g \in L^{2}\left(\mathbb{R}_{+}\right): g^{\prime}, g^{\prime \prime} \in L_{\mathrm{loc}}^{2}\left(\overline{\mathbb{R}_{+}}\right),-g^{\prime \prime}-\mathrm{i} x g \in L^{2}\left(\mathbb{R}_{+}\right)\right\}
$$

Next, consider $\varphi \in C^{\infty}\left(\overline{\mathbb{R}_{+}}\right)$such that $0 \leq \varphi \leq 1, \varphi(x)=1$ for $x \in[0,1]$ and $\varphi(x)=0$ for $x>2$. Define $g_{1}:=\varphi g, g_{2}:=(1-\varphi) g$ and notice that $g_{1} \in W^{2,2}\left(\mathbb{R}_{+}\right) \cap \operatorname{Dom}(x)$. Moreover, the product rule and properties of $\varphi$ and $g$ imply that the zero extension $\widetilde{g}_{2}$ of $g_{2}$ to $\mathbb{R}$ satisfies $\widetilde{g}_{2} \in L^{2}(\mathbb{R})$ and $-\widetilde{g}_{2}^{\prime \prime}-\mathrm{i} x \widetilde{g}_{2} \in L^{2}(\mathbb{R})$. Hence $\widetilde{g}_{2} \in \operatorname{Dom}\left(\left(A^{\mathbb{R}}\right)^{*}\right)$ by (2.2) and (2.4), and (2.1)
implies $\widetilde{g}_{2} \in W^{2,2}(\mathbb{R}) \cap \operatorname{Dom}(x)$, so that $g_{2} \in W^{2,2}\left(\mathbb{R}_{+}\right) \cap \operatorname{Dom}(x)$. Finally, since $g=g_{1}+g_{2}$, we obtain $g \in W^{2,2}\left(\mathbb{R}_{+}\right) \cap \operatorname{Dom}(x)$.

Next, the densely defined closed operators

$$
\begin{align*}
A & =-\partial_{x}^{2}+\mathrm{i} x, \\
\operatorname{Dom}(A) & =\left\{f \in W^{2,2}(\mathbb{R} \backslash\{0\}) \cap \operatorname{Dom}(x):\right. \\
B & \left.f(0 \pm)=0, f^{\prime}(0+)=f^{\prime}(0-)\right\},  \tag{3.7}\\
B & =-\partial_{x}^{2}-\mathrm{i} x, \\
\operatorname{Dom}(B) & =\operatorname{Dom}(A),
\end{align*}
$$

form a dual pair $\{A, B\}$ as they satisfy

$$
(B f, g)_{L^{2}(\mathbb{R})}=(f, A g)_{L^{2}(\mathbb{R})}, \quad f \in \operatorname{Dom}(B), g \in \operatorname{Dom}(A) .
$$

Moreover, using (3.5) and (3.6), one can check that

$$
\begin{aligned}
& A^{*}=-\partial_{x}^{2}-\mathrm{i} x, \quad \operatorname{Dom}\left(A^{*}\right)=W^{2,2}(\mathbb{R} \backslash\{0\}) \cap W^{1,2}(\mathbb{R}) \cap \operatorname{Dom}(x), \\
& B^{*}=-\partial_{x}^{2}+\mathrm{i} x, \quad \operatorname{Dom}\left(B^{*}\right)=\operatorname{Dom}\left(A^{*}\right) .
\end{aligned}
$$

Lemma 3.3. Let the dual pair of operators $\{A, B\}$ in $L^{2}(\mathbb{R})$ be as in (3.7). Let $\mathcal{G}:=\mathbb{C} \oplus \mathbb{C}$ and define the mappings

$$
\begin{aligned}
\Gamma^{B} & =\binom{\Gamma_{0}^{B}}{\Gamma_{1}^{B}}: \operatorname{Dom}\left(B^{*}\right) \rightarrow \mathcal{G}: f \mapsto\binom{f^{\prime}(0-)-f^{\prime}(0+)}{f(0)}, \\
\Gamma^{A} & =\binom{\Gamma_{0}^{A}}{\Gamma_{1}^{A}}=\binom{\Gamma_{0}^{B}}{\Gamma_{1}^{B}}=\Gamma^{B} .
\end{aligned}
$$

Then $\left\{\mathcal{G}, \Gamma^{B}, \Gamma^{A}\right\}$ is a boundary triple for the dual pair $\{A, B\}$, i.e. the abstract Green's identity

$$
\begin{equation*}
\left(B^{*} f, g\right)_{L^{2}(\mathbb{R})}-\left(f, A^{*} g\right)_{L^{2}(\mathbb{R})}=\left(\Gamma_{1}^{B} f, \Gamma_{0}^{A} g\right)_{\mathbb{C}}-\left(\Gamma_{0}^{B} f, \Gamma_{1}^{A} g\right)_{\mathbb{C}} \tag{3.8}
\end{equation*}
$$

holds for all $f \in \operatorname{Dom}\left(B^{*}\right)$ and all $g \in \operatorname{Dom}\left(A^{*}\right)$ and the mappings $\Gamma^{B}$ and $\Gamma^{A}$ are surjective.

Moreover, we have (see (2.1), (2.4))

$$
\begin{align*}
& A_{0}:=B^{*} \upharpoonright \operatorname{ker}\left(\Gamma_{0}^{B}\right)=A^{\mathbb{R}}, \\
& B_{0}:=A^{*} \upharpoonright \operatorname{ker}\left(\Gamma_{0}^{A}\right)=B^{\mathbb{R}}, \\
& A_{1}:=B^{*} \upharpoonright \operatorname{ker}\left(\Gamma_{1}^{B}\right)=A_{\mathrm{D}}^{\mathbb{R}_{-}} \oplus A_{\mathrm{D}}^{\mathbb{R}_{+}},  \tag{3.9}\\
& B_{1}:=A^{*} \upharpoonright \operatorname{ker}\left(\Gamma_{1}^{A}\right)=B_{\mathrm{D}}^{\mathbb{R}_{-}} \oplus B_{\mathrm{D}}^{\mathbb{R}_{+}},
\end{align*}
$$

and, in particular, $\rho\left(A_{0}\right)=\rho\left(B_{0}\right)=\mathbb{C}$.
Proof. The surjectivity of $\Gamma^{B}$ and $\Gamma^{A}$ can be justified by a standard argument. The verification of the Green's identity reduces to integration by
parts. Indeed, for all $f \in \operatorname{Dom}\left(B^{*}\right)$ and all $g \in \operatorname{Dom}\left(A^{*}\right)$ we have that

$$
\begin{aligned}
& \left(B^{*} f, g\right)_{L^{2}(\mathbb{R})}-\left(f, A^{*} g\right)_{L^{2}(\mathbb{R})} \\
& \quad=-f^{\prime}(0-) \overline{g(0-)}+f^{\prime}(0+) \overline{g(0+)}+f(0-) \overline{g^{\prime}(0-)}-f(0+) \overline{g^{\prime}(0+)} \\
& \quad=f(0) \overline{\left(g^{\prime}(0-)-g^{\prime}(0+)\right)}-\left(f^{\prime}(0-)-f^{\prime}(0+)\right) \overline{g(0)} \\
& \quad=\left(\Gamma_{1}^{B} f, \Gamma_{0}^{A} g\right)_{\mathbb{C}}-\left(\Gamma_{0}^{B} f, \Gamma_{1}^{A} g\right)_{\mathbb{C}} .
\end{aligned}
$$

Finally, (3.9) follows from (2.1), (2.4) and (with $\iota=A, B$ )

$$
\begin{aligned}
& \operatorname{ker}\left(\Gamma_{0}^{\iota}\right)=\left\{f \in \operatorname{Dom}\left(B^{*}\right): f^{\prime}(0+)=f^{\prime}(0-)\right\} \\
& \operatorname{ker}\left(\Gamma_{1}^{\iota}\right)=\left\{f \in \operatorname{Dom}\left(B^{*}\right): f(0+)=f(0-)=0\right\}
\end{aligned}
$$

and $\rho\left(A_{0}\right)=\rho\left(B_{0}\right)=\mathbb{C}$ follows from (2.5) and (2.4).
In the next step, we find the associated $\gamma$-fields and Weyl-Titchmarsh function, see [9, Def. 6.2]. To this end, notice that

$$
\begin{equation*}
\operatorname{ker}\left(B^{*}-\lambda\right)=\operatorname{span}\left\{f_{\lambda}\right\}, \quad \operatorname{ker}\left(A^{*}-\lambda\right)=\operatorname{span}\left\{g_{\lambda}\right\}, \quad \lambda \in \mathbb{C} \tag{3.10}
\end{equation*}
$$

with

$$
\begin{align*}
& f_{\lambda}(x)=2 \pi\left(u_{+}(0 ; \lambda) u_{-}(x ; \lambda) \vartheta(-x)+u_{-}(0 ; \lambda) u_{+}(x ; \lambda) \vartheta(x)\right)  \tag{3.11}\\
& g_{\lambda}(x)=f_{\lambda}(-x), \quad x \in \mathbb{R}
\end{align*}
$$

where $\vartheta$ denotes the Heaviside function and

$$
u_{ \pm}(x ; \lambda):=\operatorname{Ai}\left(e^{ \pm 2 \pi \mathrm{i} / 3}(-\mathrm{i} x+\lambda)\right)
$$

see Appendix A for more details. Notice also that (A.7) implies

$$
\begin{equation*}
\Gamma_{0}^{B} f_{\lambda}=\Gamma_{0}^{A} g_{\lambda}=2 \pi W\left[u_{+}(0 ; \lambda), u_{-}(0 ; \lambda)\right]=1, \quad \lambda \in \mathbb{C} \tag{3.12}
\end{equation*}
$$

Lemma 3.4. Let $\left\{\mathcal{G}, \Gamma^{B}, \Gamma^{A}\right\}$ be the boundary triple for the dual pair $\{A, B\}$ from Lemma 3.3 and let the functions $f_{\lambda}, g_{\lambda}, \lambda \in \mathbb{C}$, be as in (3.11). Then, for all $\lambda \in \mathbb{C}$, the associated $\gamma$-fields are given by

$$
\begin{align*}
\gamma(\lambda) & :=\left(\Gamma_{0}^{B} \upharpoonright \operatorname{ker}\left(B^{*}-\lambda\right)\right)^{-1}: \mathbb{C} \rightarrow \operatorname{ker}\left(B^{*}-\lambda\right): w \mapsto w f_{\lambda} \\
\gamma_{*}(\lambda) & :=\left(\Gamma_{0}^{A} \upharpoonright \operatorname{ker}\left(A^{*}-\lambda\right)\right)^{-1}: \mathbb{C} \rightarrow \operatorname{ker}\left(A^{*}-\lambda\right): w \mapsto w g_{\lambda} \tag{3.13}
\end{align*}
$$

and the adjoint of $\gamma_{*}: \mathbb{C} \rightarrow L^{2}(\mathbb{R})$ satisfies

$$
\begin{equation*}
\gamma_{*}^{*}(\lambda): L^{2}(\mathbb{R}) \rightarrow \mathbb{C}: g \mapsto\left(g, g_{\lambda}\right)_{L^{2}(\mathbb{R})}, \quad \lambda \in \mathbb{C} \tag{3.14}
\end{equation*}
$$

The Weyl-Titchmarsh function $M(\lambda):=\Gamma_{1}^{B} \gamma(\lambda), \lambda \in \mathbb{C}$, associated to the boundary triple $\left\{\mathcal{G}, \Gamma^{B}, \Gamma^{A}\right\}$ is given by

$$
\begin{equation*}
M(\lambda)=2 \pi u_{-}(0 ; \lambda) u_{+}(0 ; \lambda) \tag{3.15}
\end{equation*}
$$

and admits the integral representation

$$
\begin{equation*}
M(\lambda)=\frac{1}{2 \pi^{\frac{1}{2}}} \int_{0}^{\infty} \frac{\exp \left(\lambda t-\frac{1}{12} t^{3}\right)}{t^{\frac{1}{2}}} \mathrm{~d} t, \quad \lambda \in \mathbb{C} . \tag{3.16}
\end{equation*}
$$

Proof. The formulas (3.13) follow from (3.10), (3.12) and $\rho\left(B_{0}\right)=\rho\left(A_{0}\right)=$ $\mathbb{C}$. The representation of $M$ in (3.16) is a consequence of (A.3) and (A.4)

$$
\begin{aligned}
M(\lambda) & =f_{\lambda}(0)=2 \pi u_{-}(0 ; \lambda) u_{+}(0 ; \lambda)=2 \pi \operatorname{Ai}\left(\lambda e^{-2 \pi \mathrm{i} / 3}\right) \operatorname{Ai}\left(\lambda e^{2 \pi \mathrm{i} / 3}\right) \\
& =\frac{\pi}{2}\left(\operatorname{Ai}(\lambda)^{2}+\operatorname{Bi}(\lambda)^{2}\right)=\frac{1}{2 \pi^{\frac{1}{2}}} \int_{0}^{\infty} \frac{\exp \left(\lambda t-\frac{1}{12} t^{3}\right)}{t^{\frac{1}{2}}} \mathrm{~d} t, \quad \lambda \in \mathbb{C} .
\end{aligned}
$$

The adjoint of $\gamma_{*}(\lambda)$ in (3.14) is obtained directly from the definition.
Finally, to define the extension $A_{\alpha \delta}, \alpha \in \mathbb{R}$, of $A$ from (3.7), we need to realize the transmission conditions

$$
\begin{equation*}
f(0+)=f(0-), \quad f^{\prime}(0+)-f^{\prime}(0-)=\alpha f(0), \quad \alpha \in \mathbb{R} \tag{3.17}
\end{equation*}
$$

see (3.1). Notice that for $\alpha \neq 0$, the second condition in (3.17) can be expressed as

$$
\left(\Gamma_{1}^{B}-\left(-\frac{1}{\alpha}\right) \Gamma_{0}^{B}\right) f=0 .
$$

Lemma 3.5. Let $\left\{\mathcal{G}, \Gamma^{B}, \Gamma^{A}\right\}$ be the boundary triple for the dual pair $\{A, B\}$ from Lemma 3.3 and let the associated $\gamma$-fields and the Weyl-Titchmarsh function $M$ be as in Lemma 3.4. Then the operator $A_{\alpha \delta}, \alpha \in \mathbb{R} \backslash\{0\}$, in (3.1) coincides with

$$
\begin{equation*}
A_{\Theta}=B^{*} \upharpoonright \operatorname{ker}\left(\Gamma_{1}^{B}-\Theta \Gamma_{0}^{B}\right), \quad \Theta=-\frac{1}{\alpha} \tag{3.18}
\end{equation*}
$$

Moreover, the resolvent of $A_{\alpha \delta}$ satisfies the Krein-type formula

$$
\begin{equation*}
\left(A_{\alpha \delta}-\lambda\right)^{-1}=\left(A^{\mathbb{R}}-\lambda\right)^{-1}-\frac{\alpha}{1+\alpha M(\lambda)}\left(\cdot, g_{\bar{\lambda}}\right)_{L^{2}(\mathbb{R})} f_{\lambda} \tag{3.19}
\end{equation*}
$$

for all $\lambda \in \mathbb{C}$ such that

$$
\begin{equation*}
1+\alpha M(\lambda) \neq 0 \tag{3.20}
\end{equation*}
$$

In the special cases, we have $A_{0 \delta}=A^{\mathbb{R}}$ and $A_{ \pm \infty \delta}=A_{\mathrm{D}}^{\mathbb{R}^{-}} \oplus A_{\mathrm{D}}^{\mathbb{R}^{+}}$. Furthermore,

$$
\begin{equation*}
\left(A_{\mathrm{D}}^{\mathbb{R}^{-}} \oplus A_{\mathrm{D}}^{\mathbb{R}^{+}}-\lambda\right)^{-1}=\left(A^{\mathbb{R}}-\lambda\right)^{-1}-\frac{1}{M(\lambda)}\left(\cdot, g_{\bar{\lambda}}\right)_{L^{2}(\mathbb{R})} f_{\lambda}, \tag{3.21}
\end{equation*}
$$

for $\lambda \in \mathbb{C}$ such that $M(\lambda) \neq 0$, i.e. $\lambda \notin \sigma\left(A_{\mathrm{D}}^{\mathbb{R}^{-}}\right) \cup \sigma\left(A_{\mathrm{D}}^{\mathbb{R}^{+}}\right)$.
Proof. The claims follow from Lemmas 3.3, 3.4 and the general Krein-type resolvent formula having the form

$$
\left(A_{\Theta}-\lambda\right)^{-1}=\left(A_{0}-\lambda\right)^{-1}+\gamma(\lambda)[\Theta-M(\lambda)]^{-1} \gamma_{*}(\bar{\lambda})^{*}
$$

for all $\lambda \in \rho\left(A_{0}\right)$ such that $(\Theta-M(\lambda))^{-1} \in \mathcal{B}(\mathcal{G})$; see [29, Prop. 5.2, Thm. 5.5] and [9, Sec. 6].

## 4. Spectrum of $A_{\alpha \delta}$

4.1. Qualitative properties. The qualitative properties of the spectrum of $A_{\alpha \delta}$ can be easily obtained from the properties of the function $M$, see [29, Prop. 5.2], [9, Sec. 6], and the resolvent formula (3.19).

Proposition 4.1. Let the operator $A_{\alpha \delta}, \alpha \in \mathbb{R} \backslash\{0\}$, be as in (3.18). Then
i) the resolvent set of $A_{\alpha \delta}$ is non-empty, the resolvent of $A_{\alpha \delta}$ is compact and in the Schatten-class $\mathcal{S}_{p}$ with any $p>3 / 2$;
ii) all eigenvalues of $A_{\alpha \delta}$ can be found as zeros of the entire function

$$
\begin{equation*}
\mathbb{C} \ni \lambda \mapsto 1+\alpha M(\lambda), \tag{4.1}
\end{equation*}
$$

where $M$ is as in (3.13). Moreover,

$$
\lambda \in \sigma_{\mathrm{p}}\left(A_{\alpha \delta}\right) \quad \Longleftrightarrow \bar{\lambda} \in \sigma_{\mathrm{p}}\left(A_{\alpha \delta}\right)
$$

and the algebraic multiplicity of every eigenvalue is equal to the multiplicity of the corresponding zero of (4.1);
iii) as $\alpha \rightarrow 0$, every eigenvalue of $A_{\alpha \delta}$ diverges to $\infty$;
iv) as $\alpha \rightarrow \pm \infty$, every eigenvalue of $A_{\alpha \delta}$ either diverges to $\infty$ or converges to a (simple) eigenvalue of $A_{\mathrm{D}}^{\mathbb{R}^{-}} \oplus A_{\mathrm{D}}^{\mathbb{R}^{+}}$, moreover, every eigenvalue of the latter is approximated by exactly one simple eigenvalue of $A_{\alpha \delta}$.

Proof. i) By (3.16) and the dominated convergence we infer that $M(\lambda) \rightarrow$ 0 as $\lambda \rightarrow-\infty$. Thus, for every $\alpha \in \mathbb{R} \backslash\{0\}$, there is $c_{\alpha}<0$ such that all $\lambda \in\left(-\infty, c_{\alpha}\right)$ satisfy (3.20). Hence the resolvent set of $A_{\alpha \delta}$ is non-empty and the resolvent formula (3.19) is valid for such $\lambda$. The resolvent is moreover compact and in the claimed Schatten-class since it is a rank-one perturbation of the resolvent of $A^{\mathbb{R}}$ with such a property, see Section 2.1.
ii) The first claim follows from $[29$, Prop. 5.2] or $[9$, Sec. 6] and $\Theta=-1 / \alpha$. The symmetry of the spectrum with respect to $\mathbb{R}$ can be seen from (4.1) and (3.16). For the equality of the multiplicities see $[9$, Thm. 6.4].
iii) The claim follows by ii) and Hurwitz's theorem, see e.g. [13, Thm. VII.25]. To this end, consider a family of entire functions $p_{\alpha}=1+\alpha M, \alpha \in \mathbb{R}$, and observe that $p_{0}(\lambda)=1, \lambda \in \mathbb{C}$, has no zeros.
iv) As in iii), the claim is a consequence of ii) and Hurwitz's theorem. Here a suitable family of entire functions reads $r_{\alpha}=\alpha^{-1}+M, \alpha \in \mathbb{R} \backslash\{0\}$, and $r_{ \pm \infty}=M$. Recall that the zeros of $M$ coincide with the eigenvalues of $A_{\mathrm{D}}^{\mathbb{R}^{-}} \oplus A_{\mathrm{D}}^{\mathbb{R}^{+}}$, see also (3.21).

Remark 4.2. We note that while the eigenvalues of $A_{\alpha \delta}$ are obtained as zeros of the entire function (4.1), i.e. as solutions of the equation

$$
2 \pi \operatorname{Ai}\left(\lambda e^{-\frac{2 \pi \mathrm{i}}{3}}\right) \operatorname{Ai}\left(\lambda e^{\frac{2 \pi \mathrm{i}}{3}}\right)=-\frac{1}{\alpha}
$$

the eigenvalues of $A_{\beta \delta^{\prime}}$, studied in [18], are obtained as solutions of the equation

$$
2 \pi \mathrm{Ai}^{\prime}\left(\lambda e^{-\frac{2 \pi \mathrm{i}}{3}}\right) \mathrm{Ai}^{\prime}\left(\lambda e^{\frac{2 \pi \mathrm{i}}{3}}\right)=-\frac{1}{\beta}
$$

To investigate the spectral properties of $A_{\alpha \delta}$ in more detail, we summarize the asymptotic behavior of $M$.

Lemma 4.3. Let the function $M$ be as in (3.13) and let $\epsilon>0$ be fixed (and small). Then $M$ obeys the following asymptotic relations as $\lambda \rightarrow \infty$ (and the following conditions on $\operatorname{Arg} \lambda$ are satisfied):
i) for $\operatorname{Arg} \lambda \in\left[0, \frac{\pi}{3}-\epsilon\right]$,

$$
\begin{equation*}
M(\lambda)=\frac{e^{\frac{4}{3} \lambda^{\frac{3}{2}}}}{2 \lambda^{\frac{1}{2}}}\left(1+\mathcal{O}\left(|\lambda|^{-\frac{3}{2}}\right)\right) ; \tag{4.3}
\end{equation*}
$$

ii) for $\operatorname{Arg} \lambda \in\left[\frac{\pi}{3}-\epsilon, \frac{\pi}{3}+\epsilon\right]$ and with $\omega:=e^{-\frac{\pi}{3} \mathrm{i}} \lambda$,

$$
\begin{equation*}
M\left(e^{\frac{\pi}{3} \mathrm{i}} \omega\right)=\frac{e^{-\frac{\pi}{6} \mathrm{i}}}{2 \omega^{\frac{1}{2}}}\left(e^{\frac{4}{3} \mathrm{i} \omega^{\frac{3}{2}}}+\mathrm{i}\right)\left(1+\mathcal{O}\left(|\omega|^{-\frac{3}{2}}\right)\right) ; \tag{4.4}
\end{equation*}
$$

iii) for $\operatorname{Arg} \lambda \in\left[\frac{\pi}{3}+\epsilon, \pi\right]$

$$
\begin{equation*}
M(\lambda)=\frac{\mathrm{i}}{2 \lambda^{\frac{1}{2}}}\left(1+\mathcal{O}\left(|\lambda|^{-\frac{3}{2}}\right)\right) . \tag{4.5}
\end{equation*}
$$

Proof. The claims follow from the definition of $M$ in (3.15) and asymptotic properties of $u_{ \pm}$in Lemma A.1.
4.2. The real eigenvalue. We investigate the real spectrum of $A_{\alpha \delta}$. It turns out that there are no real eigenvalues for $\alpha>0$ and exactly one simple real eigenvalue $\lambda_{0}(\alpha)$ for $\alpha<0$. As expected, $\lambda_{0}(\alpha)$ diverges as $\alpha \rightarrow 0-$ since the spectrum of $A_{0 \delta}=A^{\mathbb{R}}$ is empty. Moreover, for $\alpha \rightarrow-\infty$, the eigenvalue $\lambda_{0}(\alpha)$ exhibits the "usual" asymptotic behavior of the eigenvalue of $-\partial_{x}^{2}+\alpha \delta$ in $L^{2}(\mathbb{R})$; see Figure 1 for illustration.

Theorem 4.4. Let the operator $A_{\alpha \delta}, \alpha \in \mathbb{R} \backslash\{0\}$, be as in (3.18). Then
i) for $\alpha>0$, there are no real eigenvalues of $A_{\alpha \delta}$;
ii) for $\alpha<0$, there is exactly one simple real eigenvalue $\lambda_{0}(\alpha)$ of $A_{\alpha \delta}$. Moreover, this eigenvalues satisfies

$$
\begin{align*}
& \lambda_{0}(\alpha)=\left(\frac{3}{4} \log \frac{1}{|\alpha|}\right)^{\frac{2}{3}}\left(1+\mathcal{O}\left(\frac{\log \left(\log \frac{1}{|\alpha|}\right)}{\log \frac{1}{|\alpha|}}\right)\right), \quad \alpha \rightarrow 0-,  \tag{4.6}\\
& \lambda_{0}(\alpha)=-\frac{\alpha^{2}}{4}\left(1+\mathcal{O}\left(|\alpha|^{-3}\right)\right), \quad \alpha \rightarrow-\infty . \tag{4.7}
\end{align*}
$$

Proof. i) Since $M(\lambda)>0$ for $\lambda \in \mathbb{R}$, see (3.16), the function (4.1) has no real zero if $\alpha>0$, i.e. there are no real eigenvalues.
ii) Relying on (3.16), we infer that $M^{\prime}(\lambda)>0$ for all $\lambda \in \mathbb{R}$ and

$$
\begin{equation*}
\lim _{\lambda \rightarrow-\infty} M(\lambda)=0, \quad \lim _{\lambda \rightarrow+\infty} M(\lambda)=+\infty \tag{4.8}
\end{equation*}
$$

by the monotone convergence theorem (or directly by (4.3) and (4.5)). Hence the function (4.1) has exactly one real zero $\lambda(\alpha)$ if $\alpha<0$, which is the sought eigenvalue. It is straightforward from (4.8) that

$$
\lim _{\alpha \rightarrow-\infty} \lambda_{0}(\alpha)=-\infty, \quad \lim _{\alpha \rightarrow 0-} \lambda_{0}(\alpha)=+\infty
$$

Finally, to obtain the asymptotic formula (4.6), we use the asymptotic behavior of $M$ in (4.3) for $\lambda \rightarrow+\infty$ leading to the equation

$$
\frac{e^{\frac{4}{3} \lambda^{\frac{3}{2}}}}{2 \lambda^{\frac{1}{2}}}\left(1+\mathcal{O}\left(|\lambda|^{-\frac{3}{2}}\right)\right)=\frac{1}{|\alpha|}
$$

By taking the logarithm and using Taylor's theorem, we arrive at

$$
\frac{4}{3} \lambda^{\frac{3}{2}}\left(1+\mathcal{O}\left(|\lambda|^{-\frac{3}{2}} \log \lambda\right)\right)=\log \frac{1}{|\alpha|}
$$

and hence

$$
\begin{equation*}
\lambda=\left(\frac{3}{4} \log \frac{1}{|\alpha|}\right)^{\frac{2}{3}}\left(1+\mathcal{O}\left(|\lambda|^{-\frac{3}{2}} \log \lambda\right)\right) \tag{4.9}
\end{equation*}
$$

Further manipulation and application of Taylor's theorem yield

$$
|\lambda|^{-\frac{3}{2}} \approx\left(\log \frac{1}{|\alpha|}\right)^{-1} \quad \text { and } \quad \log \lambda \approx \log \left(\log \frac{1}{|\alpha|}\right)
$$

and combining this with (4.9) we conclude (4.6). The formula (4.7) is obtain analogously using the expansion of $M$ in (4.5) for $\lambda \rightarrow-\infty$.


Figure 1. A comparison of the numerically computed eigenvalue in blue and the asymptotic expansions (4.6) (left) and (4.7) (right) in red.
4.3. Non-real eigenvalues. Besides the real eigenvalue when $\alpha<0$, the spectrum of $A_{\alpha \delta}$ contains countably many non-real eigenvalues for every $\alpha \neq 0$. For large modulus, these eigenvalues are simple and asymptotically close to the eigenvalues of $A_{ \pm \infty \delta}=A_{\mathrm{D}}^{\mathbb{R}^{-}} \oplus A_{\mathrm{D}}^{\mathbb{R}^{+}}$, see Figure 2 for illustration.

Theorem 4.5. Let the operator $A_{\alpha \delta}, \alpha \in \mathbb{R} \backslash\{0\}$, be as in (3.18) and let $\epsilon>0$. Then there are countable many non-real eigenvalues $\left\{\lambda_{n}^{ \pm}(\alpha)\right\}_{n \in \mathbb{N}}$ of $A_{\alpha \delta}$. With an exception of possibly a finite number $N(\epsilon, \alpha) \in \mathbb{N}$ of them, all are simple and lie in the sectors around the rays $e^{ \pm \frac{\pi}{3}} \mathfrak{i} \mathbb{R}_{+}$, i.e.

$$
\left|\operatorname{Arg}\left(\lambda_{n}^{ \pm}(\alpha)\right) \mp \frac{\pi}{3}\right| \leq \epsilon, \quad n>N(\epsilon, \alpha) .
$$

Moreover, they satisfy the asymptotic expansion as $n \rightarrow \infty$

$$
\begin{align*}
& \lambda_{n}^{+}(\alpha)=e^{\frac{\pi}{3} \mathrm{i}}\left(\left|a_{n}\right|-\frac{\mathrm{i} \log \frac{4\left|a_{n}\right|}{\alpha^{2}}+\frac{2}{3} \pi+2 \operatorname{Arg}(\alpha)}{4\left|a_{n}\right|^{\frac{1}{2}}}\right)+\mathcal{O}\left(\left|a_{n}\right|^{-1}\right),  \tag{4.10}\\
& \lambda_{n}^{-}(\alpha)=\overline{\lambda_{n}^{+}(\alpha)},
\end{align*}
$$

where $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ are the zeros of Ai , see (A.5).
Proof. The proof is based on (4.1) and the equality of the multiplicities in Proposition 4.1, the asymptotic expansion of $M$ in Lemma 4.3 and Rouché's theorem.

Due to the symmetry of eigenvalues with respect to the real axis in (4.2), we focus only on the upper complex half plane. First, the asymptotic behavior of $M$ in Lemma 4.3 shows that, for $\lambda$ with large modulus, the eigenvalue equation $1+\alpha M(\lambda)=0$ cannot be satisfied outside a sector around $e^{\frac{\pi}{3}} \mathbb{R}_{+}$.

On the other hand, in the sector, the eigenvalue equation can be rewritten employing the expansion (4.4) and the notation $\omega^{\frac{3}{2}}=\xi$ as

$$
\begin{equation*}
e^{\frac{4}{3} \xi i+\frac{5}{6} \pi \mathrm{i}+\mathrm{i} \operatorname{Arg} \alpha}=\frac{2 \xi^{\frac{1}{3}}}{|\alpha|}\left(1+\mathcal{O}\left(|\xi|^{-\frac{1}{3}}\right)\right) \tag{4.11}
\end{equation*}
$$

for $|\xi|$ large. Notice that $\xi$ lies in a sector $\Sigma(\epsilon):=\{\xi \in \mathbb{C}: \operatorname{Re} \xi>0,|\operatorname{Im} \xi| \leq$ $\epsilon \operatorname{Re} \xi\}$ around $\mathbb{R}_{+}$, where $\epsilon>0$ can be selected arbitrarily small. We define numbers

$$
c_{n}:=\frac{3}{4}\left(2 n \pi-\frac{5}{6} \pi-\operatorname{Arg} \alpha\right), \quad n \in \mathbb{N},
$$

and split $\Sigma(\epsilon)$ into vertical strips of the equal width around $c_{n}$

$$
\begin{equation*}
S(n, \epsilon):=\left\{z \in \Sigma(\epsilon):\left|\operatorname{Re} z-c_{n}\right| \leq \frac{3}{4} \pi\right\}, \quad n \in \mathbb{N} ; \tag{4.12}
\end{equation*}
$$

notice that $\left(c_{n+1}-c_{n}\right) / 2=3 \pi / 4$.
For a large $n \in \mathbb{N}$, we consider the equation (4.11) for $\xi \in S(n, \epsilon)$. Comparing the absolute values of the left and right hand side of (4.11), we make an ansatz

$$
\xi=c_{n}-\frac{3}{4} \mathrm{i} \log \frac{2 b_{n}}{|\alpha|}-\frac{3}{4} \mathrm{i} u,
$$

where $u \in \mathbb{C}$ and

$$
b_{n}:=\left(\frac{3}{2} n \pi\right)^{\frac{1}{3}}
$$

Note that

$$
c_{n}=\frac{3}{2} n \pi\left(1+\mathcal{O}\left(n^{-1}\right)\right) \quad \text { and } \quad c_{n}^{\frac{1}{3}}=b_{n}\left(1+\mathcal{O}\left(n^{-1}\right)\right) .
$$

Since $\operatorname{Re} \xi=c_{n}+\frac{3}{4} \operatorname{Im} u$ and as $\xi \in S(n, \epsilon)$ we first conclude $|\operatorname{Im} u| \leq \pi$ and hence also

$$
\begin{equation*}
\operatorname{Re} \xi=\frac{3}{2} n \pi\left(1+\mathcal{O}\left(n^{-1}\right)\right) \tag{4.13}
\end{equation*}
$$

Furthermore, from $\operatorname{Im} \xi=-\frac{3}{4} \log \frac{2 b_{n}}{|\alpha|}-\frac{3}{4} \operatorname{Re} u$ we obtain $\operatorname{Re} u=-\frac{4}{3} \operatorname{Im} \xi-$ $\log \frac{2 b_{n}}{|\alpha|}$. Using $\xi \in S(n, \epsilon)$ we have $|\operatorname{Im} \xi| \leq \epsilon \operatorname{Re} \xi$ and together with (4.13) we then find $|\operatorname{Re} u|=\epsilon \mathcal{O}(n)$. Recall that $\epsilon>0$ can be selected sufficiently small, thus Taylor's theorem yields

$$
\xi^{\frac{1}{3}}=b_{n}\left(1+\epsilon \mathcal{O}(1)+\mathcal{O}\left(n^{-1} \log n\right)\right),
$$

hence (4.11) can be rewritten as

$$
\begin{equation*}
e^{u}=\left(1+\epsilon \mathcal{O}(1)+\mathcal{O}\left(n^{-1} \log n\right)\right)\left(1+\mathcal{O}\left(n^{-\frac{1}{3}}\right)\right) . \tag{4.14}
\end{equation*}
$$

If (4.14) has a solution for a large $n$, then $|\operatorname{Re} u|=\mathcal{O}(1)$ as $n \rightarrow \infty$ since the right hand side of (4.14) remains in a neighborhood of 1 as $n \rightarrow \infty$. Nevertheless, then

$$
\xi^{\frac{1}{3}}=b_{n}\left(1+\mathcal{O}\left(n^{-1} \log n\right)\right),
$$

and (4.14) can be further rewritten as

$$
\begin{equation*}
e^{u}=1+\mathcal{O}\left(n^{-\frac{1}{3}}\right) . \tag{4.15}
\end{equation*}
$$

Since $|\operatorname{Im} u| \leq \pi$ and $|\operatorname{Re} u|=\mathcal{O}(1)$ as $n \rightarrow \infty$, the equation (4.15) can have a solution only if $u=o(1)$ as $n \rightarrow \infty$ as the right hand side tends to 1 .

Finally, to find a solution we employ Rouché's theorem in a neighborhood of 0 and with functions $f(u)=u$ and $g(u)=e^{u}-1+\mathcal{O}\left(n^{-\frac{1}{3}}\right)$ obtained from (4.15). Since $|f(u)-g(u)|=\mathcal{O}\left(u^{2}\right)+\mathcal{O}\left(n^{-\frac{1}{3}}\right)$ and $|f(u)|=|u|$, we can select a sufficiently large $C>0$ so that for all sufficiently large $n \in \mathbb{N}$ and all $|u|=C n^{-\frac{1}{3}}$, we have $|f(u)-g(u)|<|f(u)|+|g(u)|$. Hence the unique solution $u_{n}=\mathcal{O}\left(n^{-\frac{1}{3}}\right)$ exists for each sufficiently large $n \in \mathbb{N}$.

Returning back to the variable $\xi$, we obtain the solutions

$$
\xi_{n}=b_{n}^{3}-\frac{3}{4} \mathrm{i} \log \frac{2 b_{n}}{|\alpha|}-\frac{5}{8} \pi-\frac{3}{4} \operatorname{Arg} \alpha+\mathcal{O}\left(b_{n}^{-1}\right)
$$

The asymptotic expansions of Airy zeros $a_{n}$, see (A.5), yields that

$$
b_{n}^{3}=\left|a_{n}\right|^{\frac{3}{2}}+\frac{3}{8} \pi+\mathcal{O}\left(b_{n}^{-3}\right)=\left|a_{n}\right|^{\frac{3}{2}}\left(1+\mathcal{O}\left(b_{n}^{-3}\right)\right)
$$

hence

$$
\begin{aligned}
\xi_{n} & =\left|a_{n}\right|^{\frac{3}{2}}-\frac{3}{8} \mathrm{i} \log \frac{4\left|a_{n}\right|}{\alpha^{2}}-\frac{\pi}{4}-\frac{3}{4} \operatorname{Arg} \alpha+\mathcal{O}\left(\left|a_{n}\right|^{-\frac{1}{2}}\right) \\
& =\left|a_{n}\right|^{\frac{3}{2}}\left(1-\frac{3}{8\left|a_{n}\right|^{\frac{3}{2}}}\left(\mathrm{i} \log \frac{4\left|a_{n}\right|}{\alpha^{2}}+\frac{2}{3} \pi+2 \operatorname{Arg} \alpha\right)+\mathcal{O}\left(\left|a_{n}\right|^{-2}\right)\right)
\end{aligned}
$$

Finally, expressing the solution in terms of $\omega=\xi^{\frac{2}{3}}$ and multiplying by the phase $e^{\frac{\pi}{3} \mathrm{i}}$, we arrive at (4.10).


Figure 2. Comparison of the contour plot of $-\log \mid 1+$ $\alpha M(\lambda) \mid$ for $\alpha=-5.3$, the main asymptotic terms of non-real eigenvalues in (4.10) (black balls) and the negative eigenvalue in (4.7) (blue ball).

## 5. Resolvent norm

We investigate the resolvent norm for $\lambda \rightarrow+\infty$. The main observation, similar to the case of $\delta^{\prime}$, see $[18, \mathrm{Sec} .8]$, is that the analysis can be reduced to the decoupled case $A_{\mathrm{D}}^{\mathbb{R}^{-}} \oplus A_{\mathrm{D}}^{\mathbb{R}^{+}}$with decaying resolvent norm and a powerbounded rank-one perturbation.

Theorem 5.1. Let the operator $A_{\alpha \delta}, \alpha \in \mathbb{R} \backslash\{0\}$, be as in (3.18). Then

$$
\begin{equation*}
\left\|\left(A_{\alpha \delta}-\lambda\right)^{-1}\right\|=\frac{(2 \pi)^{\frac{1}{2}}}{|\alpha|} \lambda^{\frac{1}{4}}+\mathcal{O}\left(\lambda^{-\frac{1}{4}}\right), \quad \lambda \rightarrow+\infty \tag{5.1}
\end{equation*}
$$

Proof. Let $\lambda>0$ be sufficiently large. By Lemma 3.5, the resolvent of $A_{\alpha \delta}$ can be expressed as

$$
\begin{aligned}
\left(A_{\alpha \delta}-\lambda\right)^{-1} & =\left(A^{\mathbb{R}}-\lambda\right)^{-1}-\frac{\alpha}{1+\alpha M(\lambda)}\left(\cdot, g_{\lambda}\right)_{L^{2}(\mathbb{R})} f_{\lambda} \\
& =\left(A^{\mathbb{R}}-\lambda\right)^{-1}-\left(\frac{1}{M(\lambda)}-\frac{1}{M(\lambda)(1+\alpha M(\lambda))}\right)\left(\cdot, g_{\lambda}\right)_{L^{2}(\mathbb{R})} f_{\lambda} \\
& =\left(A_{\mathrm{D}}^{\mathbb{R}^{-}} \oplus A_{\mathrm{D}}^{\mathbb{R}^{+}}-\lambda\right)^{-1}+\frac{1}{M(\lambda)(1+\alpha M(\lambda))}\left(\cdot, g_{\lambda}\right)_{L^{2}(\mathbb{R})} f_{\lambda} \\
& =: R_{1}(\lambda)+R_{2}(\lambda) .
\end{aligned}
$$

Since $\left\|f_{\lambda}\right\|_{L^{2}(\mathbb{R})}=\left\|g_{\lambda}\right\|_{L^{2}(\mathbb{R})}$, we have

$$
\left\|R_{2}(\lambda)\right\|=\frac{\left\|f_{\lambda}\right\|_{L^{2}(\mathbb{R})}^{2}}{|\alpha||M(\lambda)|^{2}\left|1+(\alpha M(\lambda))^{-1}\right|}
$$

and Lemmas A. 1 and A. 2 yield

$$
\begin{aligned}
\left\|f_{\lambda}\right\|_{L^{2}(\mathbb{R})}^{2} & =4 \pi^{2}\left(\left|u_{+}(0 ; \lambda)\right|^{2}\left\|u_{-}(\cdot ; \lambda)\right\|_{L^{2}\left(\mathbb{R}_{-}\right)}^{2}+\left|u_{-}(0 ; \lambda)\right|^{2}\left\|u_{+}(\cdot ; \lambda)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}\right) \\
& =\left(\frac{\pi}{8}\right)^{\frac{1}{2}} \frac{e^{\frac{8}{3} \lambda^{\frac{3}{2}}}}{\lambda^{\frac{3}{4}}}\left(1+\mathcal{O}\left(\lambda^{-\frac{3}{2}}\right)\right), \quad \lambda \rightarrow+\infty .
\end{aligned}
$$

Hence

$$
\left\|R_{2}(\lambda)\right\|=\frac{(2 \pi)^{\frac{1}{2}}}{|\alpha|} \lambda^{\frac{1}{4}}\left(1+\mathcal{O}\left(\lambda^{-\frac{3}{2}}\right)\right), \quad \lambda \rightarrow+\infty
$$

and the claim follows since (2.6) implies that $\left\|R_{1}(\lambda)\right\|=\mathcal{O}\left(\lambda^{-\frac{1}{4}}\right), \lambda \rightarrow$ $+\infty$.

As corollary of the improved resolvent behavior at $\mathbb{R}_{+}$comparing to $A^{\mathbb{R}}$, we obtain the completeness of the eigensystem.

Corollary 5.2. The eigensystem of the operator $A_{\alpha \delta}, \alpha \in \mathbb{R} \backslash\{0\}$, is complete in $L^{2}(\mathbb{R})$.

Proof. The claim follows by the classical sufficient condition on the completeness of eigensystem, see [16, Cor. XI.31]. To this end, recall that the resolvent of $A_{\alpha \delta}$ is in $\mathcal{S}_{p}$ for every $p>3 / 2$, see Proposition 4.1, and we have the resolvent bounds (3.2) and (5.1).

## Appendix A. Airy functions

Following [15, Chap. 9], the standard solutions of the Airy equation

$$
\frac{\mathrm{d}^{2} w}{\mathrm{~d} z^{2}}=z w
$$

are $\operatorname{Ai}(z), \operatorname{Bi}(z)$ and $\operatorname{Ai}\left(z e^{\mp 2 \pi \mathrm{i} / 3}\right)$; all entire functions of $z$. For our purposes, the most suitable choice are functions $\operatorname{Ai}\left(z e^{\mp 2 \pi i} / 3\right)$ which satisfy

$$
W\left[\operatorname{Ai}\left(z e^{-2 \pi \mathrm{i} / 3}\right), \operatorname{Ai}\left(z e^{2 \pi \mathrm{i} / 3}\right)\right]=\frac{1}{2 \pi \mathrm{i}} .
$$

In the following, let $\zeta:=\frac{2}{3} z^{3 / 2}$ and $\epsilon>0$ is fixed and sufficiently small. For $z \in \mathbb{C}$ satisfying $|\operatorname{Arg} z| \leq \pi-\epsilon$, the functions Ai and $\mathrm{Ai}^{\prime}$ have the uniform asymptotic expansions as $z \rightarrow \infty$

$$
\begin{equation*}
\operatorname{Ai}(z) \sim \frac{e^{-\zeta}}{2 \pi^{\frac{1}{2}} z^{\frac{1}{4}}} \sum_{k=0}^{\infty}(-1)^{k} \frac{u_{k}}{\zeta^{k}}, \quad \operatorname{Ai}^{\prime}(z) \sim-\frac{z^{\frac{1}{4}} e^{-\zeta}}{2 \pi^{\frac{1}{2}}} \sum_{k=0}^{\infty}(-1)^{k} \frac{v_{k}}{\zeta^{k}} ; \tag{A.1}
\end{equation*}
$$

the numbers $u_{k}, v_{k}, k \in \mathbb{N}_{0}$, are explicit and $u_{0}=v_{0}=1$, see [15, Eq. 9.7.2, 9.7.5, 9.7.6]. For $z \in \mathbb{C}$ satisfying $|\operatorname{Arg} z| \leq \frac{2}{3} \pi-\epsilon$, we have as $z \rightarrow \infty$

$$
\begin{align*}
\operatorname{Ai}(-z) & \sim \frac{1}{\pi^{\frac{1}{2}} z^{\frac{1}{4}}}\left(\cos \left(\zeta-\frac{\pi}{4}\right) \sum_{k=0}^{\infty}(-1)^{k} \frac{u_{2 k}}{\zeta^{2 k}}+\sin \left(\zeta-\frac{\pi}{4}\right) \sum_{k=0}^{\infty}(-1)^{k} \frac{u_{2 k+1}}{\zeta^{2 k+1}}\right),  \tag{A.2}\\
\operatorname{Ai}^{\prime}(-z) & \sim \frac{z^{\frac{1}{4}}}{\pi^{\frac{1}{2}}}\left(\sin \left(\zeta-\frac{\pi}{4}\right) \sum_{k=0}^{\infty}(-1)^{k} \frac{v_{2 k}}{\zeta^{2 k}}-\cos \left(\zeta-\frac{\pi}{4}\right) \sum_{k=0}^{\infty}(-1)^{k} \frac{v_{2 k+1}}{\zeta^{2 k+1}}\right),
\end{align*}
$$

see [15, Eq. 9.7.9, 9.7.10].
The Airy functions satisfy the connection formulas (see [15, Eq. 9.2.11])

$$
\begin{equation*}
\operatorname{Ai}\left(z e^{\mp 2 \pi \mathrm{i} / 3}\right)=\frac{1}{2} e^{\mp \pi \mathrm{i} / 3}(\operatorname{Ai}(z) \pm \mathrm{i} \operatorname{Bi}(z)), \quad z \in \mathbb{C} \tag{A.3}
\end{equation*}
$$

and we have the integral representation (see [15, Eq. 9.11.4])

$$
\begin{equation*}
\operatorname{Ai}(z)^{2}+\operatorname{Bi}(z)^{2}=\frac{1}{\pi^{\frac{3}{2}}} \int_{0}^{\infty} \frac{\exp \left(z t-\frac{1}{12} t^{3}\right)}{t^{\frac{1}{2}}} \mathrm{~d} t, \quad z \in \mathbb{C} \tag{A.4}
\end{equation*}
$$

The function Ai, Ai' have infinitely many zeros denoted by $a_{n}, a_{n}^{\prime}, n \in \mathbb{N}$, respectively. All of the zeros are negative, they are arranged in ascending order of absolute value and obey the asymptotic relations, see [15, §9.9(iv)],

$$
\begin{align*}
a_{n} & =-\left(\frac{3}{8} \pi(4 n-1)\right)^{\frac{2}{3}}\left(1+\mathcal{O}\left(n^{-2}\right)\right),  \tag{A.5}\\
a_{n}^{\prime} & =-\left(\frac{3}{8} \pi(4 n-3)\right)^{\frac{2}{3}}\left(1+\mathcal{O}\left(n^{-2}\right)\right), \quad n \rightarrow+\infty .
\end{align*}
$$

In the following we shall make use of the functions

$$
\begin{equation*}
u_{ \pm}(x ; \lambda):=\operatorname{Ai}\left(e^{ \pm 2 \pi \mathrm{i} / 3}(-\mathrm{i} x+\lambda)\right), \quad x \in \mathbb{R}, \quad \lambda \in \mathbb{C} . \tag{A.6}
\end{equation*}
$$

Observe that

$$
-u_{ \pm}^{\prime \prime}+\mathrm{i} x u_{ \pm}=\lambda u_{ \pm}, \quad \lambda \in \mathbb{C},
$$

and from (A.1) we conclude $u_{ \pm}(\cdot ; \lambda) \in L^{2}\left(\mathbb{R}_{ \pm}\right)$for every $\lambda \in \mathbb{C}$. It is also clear that the functions $x \mapsto u_{\mp}(-x ; \lambda) \in L^{2}\left(\mathbb{R}_{ \pm}\right)$solve the equations

$$
-u_{\mp}^{\prime \prime}-\mathrm{i} x u_{\mp}=\lambda u_{\mp}, \quad \lambda \in \mathbb{C} .
$$

Note also that

$$
\begin{equation*}
W\left[u_{-}(x ; \lambda), u_{+}(x ; \lambda)\right]=-\frac{1}{2 \pi} . \tag{A.7}
\end{equation*}
$$

Lemma A.1. Let functions $u_{ \pm}$be as in (A.6) and let $\epsilon>0$ be fixed and sufficiently small. Then we have the uniform expansion as $\lambda \rightarrow \infty$ (and conditions and $x$ and $\operatorname{Arg} \lambda$ are satisfied)
i) for $x \leq 0$ and $\operatorname{Arg} \lambda \in[0, \pi]$,

$$
\begin{equation*}
u_{-}(x ; \lambda)=\frac{e^{\frac{\pi}{6} \mathrm{i}}}{2 \pi^{\frac{1}{2}}} \frac{e^{\frac{2}{3}(\lambda-\mathrm{i} x)^{\frac{3}{2}}}}{(\lambda-\mathrm{i} x)^{\frac{1}{4}}}\left(1+\mathcal{O}\left(|\lambda|^{-\frac{3}{2}}\right)\right) ; \tag{A.8}
\end{equation*}
$$

ii) for $x \geq 0$ and $\operatorname{Arg} \lambda \in\left[0, \frac{\pi}{3}-\epsilon\right]$,

$$
\begin{equation*}
u_{+}(x ; \lambda)=\frac{e^{-\frac{\pi}{6} \mathrm{i}}}{2 \pi^{\frac{1}{2}}} \frac{e^{\frac{2}{3}(\lambda-\mathrm{i} x)^{\frac{3}{2}}}}{(\lambda-\mathrm{i} x)^{\frac{1}{4}}}\left(1+\mathcal{O}\left(|\lambda|^{-\frac{3}{2}}\right)\right) ; \tag{A.9}
\end{equation*}
$$

iii) for $\operatorname{Arg} \lambda \in\left[\frac{\pi}{3}-\epsilon, \frac{\pi}{3}+\epsilon\right]$ and $\omega:=e^{-\frac{\pi}{3}} \lambda$,

$$
\begin{aligned}
u_{+}\left(0 ; e^{\frac{\pi}{3} \mathrm{i}} \omega\right)=\frac{1}{\pi^{\frac{1}{2}} \omega^{\frac{1}{4}}}( & \cos \left(\frac{2}{3} \omega^{\frac{3}{2}}-\frac{\pi}{4}\right)\left(1+\mathcal{O}\left(|\omega|^{-3}\right)\right) \\
& \left.+\sin \left(\frac{2}{3} \omega^{\frac{3}{2}}-\frac{\pi}{4}\right) \mathcal{O}\left(|\omega|^{-\frac{3}{2}}\right)\right)
\end{aligned}
$$

iv) for $\operatorname{Arg} \lambda \in\left[\frac{\pi}{3}+\epsilon, \pi\right]$,

$$
u_{+}(0 ; \lambda)=\frac{e^{-\frac{2}{3}\left(e^{-\frac{4}{3} \pi i} \lambda\right)^{\frac{3}{2}}}}{2 \pi^{\frac{1}{2}}\left(e^{-\frac{4}{3} \pi \mathrm{i}} \lambda\right)^{\frac{1}{4}}}\left(1+\mathcal{O}\left(|\lambda|^{-\frac{3}{2}}\right)\right) .
$$

Proof. The claim i) follows from (A.1) and the estimate $|\lambda-\mathrm{i} x| \geq|\lambda|$ for $x \leq 0$ and $\operatorname{Arg} \lambda \in[0, \pi]$. For ii) observe first that $|\lambda| \leq C \mathbb{R} e \lambda$ holds for some $C>0$ and all $\lambda$ with $\operatorname{Arg} \lambda \in\left[0, \frac{\pi}{3}-\epsilon\right]$, and hence $|\lambda-\mathrm{i} x| \geq C^{-1}|\lambda|$ for $x \geq 0$ and $\operatorname{Arg} \lambda \in\left[0, \frac{\pi}{3}-\epsilon\right]$. Now ii) is a consequence of (A.1). Claim iii) follows easily from (A.2) and iv) is again a consequence of (A.1), where $e^{\frac{2}{3} \pi \mathrm{i}} \lambda=e^{-\frac{4}{3} \pi \mathrm{i}} \lambda$ was used.

Lemma A.2. Let functions $u_{ \pm}$be as in (A.6). Then as $\lambda \rightarrow+\infty$

$$
\begin{align*}
& \left\|u_{-}(\cdot ; \lambda)\right\|_{L^{2}\left(\mathbb{R}_{-}\right)}^{2}=\frac{1}{4(2 \pi)^{\frac{1}{2}} \lambda^{\frac{1}{4}}} e^{e^{\frac{4}{3} \lambda^{\frac{3}{2}}}}\left(1+\mathcal{O}\left(\lambda^{-\frac{3}{2}}\right)\right),  \tag{A.10}\\
& \left\|u_{+}(\cdot ; \lambda)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}=\frac{1}{4(2 \pi)^{\frac{1}{2}} \lambda^{\frac{1}{4}}} e^{\frac{4}{3} \lambda^{\frac{3}{2}}}\left(1+\mathcal{O}\left(\lambda^{-\frac{3}{2}}\right)\right) .
\end{align*}
$$

Proof. From the expansion (A.8) and the change of integration variable $x=$ $-\lambda t$ we obtain

$$
\begin{equation*}
\left\|u_{-}(\cdot ; \lambda)\right\|_{L^{2}\left(\mathbb{R}_{-}\right)}^{2}=\frac{\lambda^{\frac{1}{2}}}{4 \pi} \int_{0}^{\infty} \frac{e^{\frac{4}{3} \lambda^{\frac{3}{2}} p(t)}}{|1+\mathrm{i} t|^{\frac{1}{2}}} \mathrm{~d} t\left(1+\mathcal{O}\left(\lambda^{-\frac{3}{2}}\right)\right) \tag{A.11}
\end{equation*}
$$

where $p(t):=\mathbb{R} e\left((1+\mathrm{i} t)^{\frac{3}{2}}\right), t \in \mathbb{R}$. Since $p$ is even, simple manipulations and the expansion (A.9) reveal that the asymptotic behavior of $\left\|u_{+}(\cdot ; \lambda)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}$ is determined by the same integral.

Since

$$
p^{\prime}(t)=\frac{3}{4} \mathrm{i}\left((1+\mathrm{i} t)^{\frac{1}{2}}-(1-\mathrm{i} t)^{\frac{1}{2}}\right), \quad p^{\prime \prime}(t)=-\frac{3}{8}\left(\frac{1}{(1+\mathrm{i} t)^{\frac{1}{2}}}+\frac{1}{(1-\mathrm{i} t)^{\frac{1}{2}}}\right),
$$

we infer that $p^{\prime}(t)=0$ if and only if $t=0$. As $p^{\prime \prime}(0)<0$, the function $p$ has the unique global maximum at $t=0$. The Laplace's method with the maximum at the endpoint, $p^{\prime}(0)=0, p^{\prime \prime}(0)=-3 / 4$ and $p(0)=1$, see $[23$, Chap. 2, Thm. 3], yields

$$
\int_{0}^{\infty} \frac{e^{\frac{4}{3} \lambda^{\frac{3}{2}} p(t)}}{|1+\mathrm{i} t|^{\frac{1}{2}}} \mathrm{~d} t=\frac{(2 \pi)^{\frac{1}{2}}}{2 \lambda^{\frac{3}{4}}} e^{\frac{4}{3} \lambda^{\frac{3}{2}}}\left(1+\mathcal{O}\left(\lambda^{-\frac{3}{2}}\right)\right), \quad \lambda \rightarrow+\infty .
$$

Finally, returning to (A.11), we arrive at (A.10).
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