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Abstract

The convergence analysis of iterative methods for nonlinear eigenvalue problems
is in the most cases restricted either to algebraic simple eigenvalues or to polynomial
eigenvalue problems. In this paper we consider two classical methods for general
holomorphic eigenvalue problems, namely the nonlinear generalized Rayleigh quotient
iteration (NGRQI) and the augmented Newton method. For both methods we prove
local quadratic convergence for semi–simple eigenvalues. For defective eigenvalues
local linear convergence is shown for the NGRQI. The key tool of our analysis is the
representation of the eigenvalues as poles of the resolvent which is a classical result
in operator theory. The convergence orders of the mentioned methods depend on the
order of the poles of the resolvent. In numerical experiments the theoretical results
are verified.

1 Introduction

We consider nonlinear eigenvalue problems for holomorphic functions T : Λ → Cn×n, where
Λ ⊂ C is a domain, of the following form: Find λ ∈ Λ and v ∈ Cn \ {0} such that

T (λ)v = 0. (1.1)

Typically, a pair (λ, v) which fulfills the eigenvalue problem (1.1), is called eigenpair, λ
is called eigenvalue, and v eigenvector. In the following we assume detT (·) 6≡ 0 on Λ.
A comprehensive review about applications of nonlinear eigenvalue problems and their
numerical solution is presented in [4, 19].
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In this paper we focus on the refinement of already existing approximations of eigenpairs
of nonlinear eigenvalue problems. For the approximate localization of eigenvalues recently
the contour integral method was proposed [3, 5]. This method allows to find approximations
of all eigenvalues in a given domaind and related eigenvectors without requiring initial
approximations. In the case of general holomorphic eigenvalue problems the combination
of the contour integral method with refinement methods is a reasonable approach.

For the refinement of approximations of eigenpairs usually iterative methods are pro-
posed which are based on the solution of a sequence of linearized problems, such as the
nonlinear generalized Rayleigh quotient iteration (NGRQI) [15, 16, 17, 27], augmented
Newton–type methods [1, 2, 22, 23, 26, 34], the method of successive linear problems [25],
or methods which utilize QR decompositions [6, 14, 18]. For comprehensive reviews we
refer to [19, 26].

In this paper we present a convergence analysis for the nonlinear generalized Rayleigh
quotient iteration and for an augmented Newton–type method. For both methods we
prove that they have a local quadratic convergence order for semi–simple eigenvalues.
For defective eigenvalues we show that the NGRQI is locally linear convergent. As main
theoretical tool for our analysis we use the theory of eigenvalue problems for holomorphic
Fredholm operator–valued functions [8, 13, 20]. This concept provides an extension of
the theory of linear eigenvalue problems and it is based on the characterization of the
eigenvalues as poles of the resolvent.

The NGRQI was introduced for polynomial eigenvalue problems in [16] as generaliza-
tion of the two–sided Rayleigh quotient iteration [24], and local quadratic convergence
was shown for semi–simple eigenvalues. In [15], this result was extended to polynomial
eigenvalue problems in arbitrarily dimensional Hilbert spaces. For general holomorphic
eigenvalue problems the NGRQI was analyzed in [17] under the assumption that the eigen-
values are isolated and that they can be locally characterized as poles of the resolvent.
For eigenvalue problems with holomorphic matrix–valued functions T : Λ → Cn×n this
assumption is always satisfied if detT (·) 6≡ 0 on Λ, see, e.g., [7]. The convergence rate of
the NGRQI depends on the order which an eigenvalue has as pole of the resolvent [17].
Since semi–simple eigenvalues are simple poles of the resolvent, the NGRQI converges lo-
cally quadratically. In the defective case local linear convergence is obtained. A modified
version of the NGRQI is suggested and analyzed in [27, 29] where for algebraic simple
eigenvalues local quadratic convergence is shown [27].

There are several variants of augmented Newton–type methods for nonlinear eigen-
value problems available. The classical approach is to apply Newton’s method to the
system of nonlinear equations consisting of the nonlinear eigenvalue problem and of an
additional normalization condition for the eigenvector [1, 2, 34]. This approach is called
the augmented Newton method or the inverse iteration for nonlinear eigenvalue problems.
Different modifications of this approach are suggested in order to reduce the costs of the
computations [22, 26], and to increase the convergence rate of the iteration [23, 25, 26]. In
all of the mentioned publications the convergence results for the augmented Newton–type
methods are restricted to algebraic simple eigenvalues. In this case, the derivative of the
augmented form is non–singular at an eigenvalue and the classical argument of the proof

2



for the convergence of Newton’s method can be applied. If the algebraic multiplicity of
an eigenvalue is not simple, this argumentation is not possible since the derivative of the
augmented form is singular at the eigenvalue. In this paper we show that for semi–simple
eigenvalues local quadratic convergence is still obtained where we utilize that the eigenval-
ues are simple poles of the resolvent. The defective case will be not considered. In [10],
the convergence factors for semi–simple and for double non–semi–simple eigenvalues are
analyzed. However, the existence of the convergence is assumed.

This paper is organized as follows. In the next section we outline the concept of eigen-
value problems for holomorphic matrix–valued functions and present some important char-
acterizations and properties of the eigenvalues, the eigenvectors, and the resolvent. In
Section 3 we review the derivation and the convergence analysis of the NGRQI. The aug-
mented Newton method is analyzed in Section 4 where it is shown that it converges locally
quadratically in the case of semi–simple eigenvalues. Finally, we present some numerical
experiments and demonstrate the applicability of the NGRQI and the augmented Newton
method in combination with the contour integral method.

In this paper we will use (·, ·) as standard inner product, i.e., (x, y) := yHx for all
x, y ∈ Cn, which generates the Euclidean norm ‖x‖ :=

√
(x, x). The norm for matrices is

always the subordinated spectral norm.

2 Basics of holomorphic eigenvalue problems

In this section we introduce notations and properties of eigenvalue problems for holomor-
phic Fredholm operator–valued functions [13, 20]. Here we restrict our presentation to the
case of matrix–valued functions. We denote by σ(T ) the set of all eigenvalues of T in the
domain Λ, and by ρ(T ) = Λ\σ(T ) the resolvent set. Recall that we assume detT (·) 6≡ 0 on
Λ which implies that the resolvent set ρ(T ) is not empty. The dimension of the nullspace
ker T (λ) of an eigenvalue λ is called the geometric multiplicity of λ. An ordered collection
of vectors v0,1, v0,2, . . . , v0,m in Cn is a Jordan chain of λ of length m if v0,1 is an eigenvector
corresponding to λ and if

k−1∑

j=0

1

j!
T (j)(λ)v0,k−j = 0 for k = 1, . . . , m (2.1)

is satisfied, where T (j) is the j–th derivative. The maximal length of a Jordan chain
of an eigenvalue λ is denoted by κ(T, λ). An eigenvalue λ is called semi–simple if the
maximal length of a Jordan chain of λ is one, otherwise it is called defective. If in addition
the geometric multiplicity of an eigenvalue is one then it is called an algebraic simple
eigenvalue. This definition of an algebraic simple eigenvalue is equivalent to the common
one that detT (λ) = 0 [13]. Other equivalent definitions of the multiplicities are possible
by using the Smith form [13], or by using root functions [13, 20].

The first result shows that the resolvent T (·)−1 : Λ \ σ(T ) → Cn×n can be represented
as a meromorphic function where the eigenvalues are the poles. The order of the poles
coincides with the maximal length of the Jordan chains of the eigenvalues.
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Theorem 2.1. [7, Cor.8.4], [32] Let Λ be an open subset of C and let T : Λ → Cn×n be a
holomorphic matrix–valued function with detT (·) 6≡ 0. Then, every eigenvalue λ of T is
isolated, i.e., there is some neighborhood U of λ such that U \ {λ} ⊂ ρ(T ). Moreover, the
resolvent admits a representation as

T (µ)−1 =
−1∑

k=−r

(µ− λ)kBk + F (λ), µ ∈ U \ {λ}, (2.2)

with B−r 6= 0, where r = κ(T, λ) and F : Λ → Cn×n is holomorphic.

A characterization of the matrices Bk of the principal part of the resolvent (2.2) in terms of
generalized eigenvectors of T and of the adjoint matrix function TH provides the Theorem
of Keldysh [12], [13, Thm. A.10.2]. The adjoint function TH : {λ : λ ∈ Λ} → Cn×n is
defined by

TH(λ) := (T (λ))H .

We cite the Theorem of Kelydsh for semi–simple eigenvalues which we need in the following.
For the general version we refer to [13, Thm. A.10.2].

Theorem 2.2. [13, Thm. A.10.1] Let the assumptions of Theorem 2.1 be satisfied. Suppose
that λ ∈ σ(T ) is semi–simple and that {v1, . . . , vJ} is a basis of the eigenspace ker T (λ).
Then there exists a unique basis {w1, . . . , wJ} of ker TH(λ) such that in some neighborhood
U of λ

T (µ)−1 =
J∑

j=1

1

µ− λ
( · , wj)vj + F (µ), µ ∈ U \ {λ}, (2.3)

where F : U → Cn×n is holomorphic. Moreover, the following biorthogonality relation

1

µ− λ
(T (µ)vk, wj) = δkj + O(µ− λ) as µ→ λ (2.4)

holds for k, j = 1, . . . , J .

From the representation (2.3) of the resolvent and the biorthogonality relation (2.4) some
important properties for the derivative T ′(λ) and the eigenvectors follow. These results are
needed later for the analysis of the augmented Newton method.

Corollary 2.3. Let the assumptions of Theorem 2.1 be satisfied. Suppose that λ is a
semi–simple eigenvalue and let

{v1, . . . , vJ} and {w1, . . . , wJ}

be a basis of the eigenspaces ker T (λ) and kerTH(λ), respectively, such that the resolvent
T (µ)−1 admits the representation (2.3). Then:

i. For k, j = 1, . . . , J we have
(T ′(λ)vk, wj) = δkj. (2.5)
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ii.
J∑

j=1

(T ′(λ)v, wj)vj = v for all v ∈ ker T (λ). (2.6)

iii. For F as given in (2.3),

T (λ)F (λ)T ′(λ)vj = 0, j = 1, . . . , J,

holds.

Proof.

i. Inserting T (λ)vk = 0 in (2.4) gives

1

µ− λ
([T (µ) − T (λ)]vk, wj) = δkj + O(λ− µ) as µ→ λ.

Taking the limit µ→ λ yields the assertion.

ii. follows immediately from (2.5).

iii. By using (2.3) we have

F (µ) = T (µ)−1 −
J∑

j=1

1

µ− λ
(·, wj)vj.

Multiplying by T (µ) and adding
J∑

j=1

1

µ− λ
(·, wj)T (λ)vj = 0 this gives

T (µ)F (µ) = In −
J∑

j=1

1

µ− λ
(·, wj)[T (µ) − T (λ)]vj

→ In −
J∑

j=1

(·, wj)T ′(λ)vj as µ→ λ.

With i. we obtain T (λ)F (λ)T ′(λ)vj = 0 for j = 1, . . . , J .
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3 Nonlinear generalized Rayleigh quotient iteration

In this section we review the NGRQI and present the derivation and the convergence
properties where we follow [17]. This approach is based on the construction and analysis
of a scalar function ψ which has the eigenvalues as zeros.

Let λ ∈ σ(T ) be an arbitrary but fixed eigenvalue of (1.1). By Theorem 2.1, there
exists a neighborhood U of λ such that

T (µ)−1 =

∞∑

k=−r

(µ− λ)kBk for µ ∈ U \ {λ},

with B−r 6= 0. Let a, b ∈ C
n arbitrary but fixed vectors with ‖a‖ = ‖b‖ = 1 and which

satisfy
(B−ra, b) 6= 0. (3.1)

Define the function ϕ : U → C by

ϕ(µ) := (T (µ)−1a, b),

then ϕ is obviously holomorphic on U \ {λ}. Since |ϕ(µ)| → ∞ as µ → λ, there exists a
neighborhood U1 ⊂ U of λ and a constant c1 > 0 such that

c1 ≤ |ϕ(µ)| for all µ ∈ U1 \ {λ}.

Hence, we may define the function ψ : U1 → C by

ψ(µ) :=






1

ϕ(µ)
for µ 6= λ,

0 for µ = λ.
(3.2)

The function ψ is holomorphic on U1 and allows the Taylor series expansion

ψ(µ) =
(µ− λ)r

(B−ra, b)
− (µ− λ)r+1 (B−r+1a, b)

(B−ra, b)2
+ O

(
(µ− λ)r+2

)
,

which shows that λ is a zero of ψ with multiplicity r. This characterization of the eigen-
values as zero of a holomorphic scalar function is the essential idea of the approach in [17].
The use of Newton’s method to determine the zero of the function ψ yields the NGRQI. By
using the Banach fixed point theorem the following convergence result follows immediately.

Theorem 3.1 ([17, Satz 3]). Let s ∈ N, where s ≤ r = κ(T, λ). Then, there exists a δ > 0
such that the iteration

λi+1 = λi − s
ψ(λi)

ψ′(λi)
for i = 0, 1, 2, . . . (3.3)
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converges for any λ0 ∈ Uδ(λ) \ {λ} to λ. If s = r, then the convergence is quadratic and
we have

λi+1 − λ

(λi − λ)2
→

(B−r+1a, b)

r(B−ra, b)
as i→ ∞. (3.4)

If s < r, then the convergence is linear and we have

λi+1 − λ

λi − λ
→

r − s

r
as i→ ∞. (3.5)

If κ(T, λ) is not known a priori, then s = 1 can be chosen for the iteration (3.3), which
yields the classical Newton’s method for ψ(λ) = 0 and which ensures at least local linear
convergence. For a semi–simple eigenvalue the choice s = 1 gives quadratic convergence.

Let us now consider the computational steps for the NGRQI. Recalling the definition
(3.2) of ψ,

ψ(µ) =
1

ϕ(µ)
=

1

(T (µ)−1a, b)
for µ ∈ U1 \ {λ},

we get, by using the representation of

d

dµ
T (µ)−1 = −T (µ)−1T ′(µ)T (µ)−1,

see, e.g. [11, p. 32],

ψ(µ)

ψ′(µ)
=

(T (µ)−1a, b)

(T (µ)−1T ′(µ)T (µ)−1a, b)
=

(a, [T (µ)−1]Hb)

(T ′(µ)T (µ)−1a, [T (µ)−1]Hb)
.

Let us denote by vi ∈ Cn and wi ∈ Cn the solutions of

T (λi)vi = a and T (λi)
Hwi = b, (3.6)

then we can write the iteration (3.3) as

λi+1 = λi −
(T (λi)vi, wi)

(T ′(λi)vi, wi)
, (3.7)

where we have set s = 1. In this form the NGRQI was introduced in [16] and the right
hand side of (3.7) is called the generalized Rayleigh quotient of (λi, vi, wi). An analysis of
the generalized Rayleigh quotient as a functional and a comparison with other Rayleigh
functionals are presented in [28].

The NGRQI approximates a right and left eigenvector by vi and wi, respectively. Here,
we cite the result for a right eigenvector. The same holds for a left eigenvector.

Lemma 3.2 ([17, Satz 4]). Let vi be defined by (3.6) and λi by (3.7). Then, there exists
a i0 ∈ N such that

inf
v∈ker T (λ)

∥∥∥∥v −
vi

‖vi‖

∥∥∥∥ ≤ c |λi − λ|

for all i ≥ i0, where c > 0 is a constant which is independent of i.
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For Hermitian eigenvalue problems, the choice b = a as input vectors for the NGRQI is
suggested since then only one system of linear equations has to be solved in each iteration
step. An analogous simplification of the iteration is obtained in the case of complex sym-
metric eigenvalue problems, i.e., if T (λ) = T (λ)⊤. Provided that a and b are chosen such
that b = a, the solution wi of the second equation in (3.6) is the complex conjugate of the
solution vi of the first equation, since

T (λi)vi = a ⇔ T (λi)
⊤vi = a ⇔ T (λi)⊤vi = a ⇔ T (λi)

Hvi = a.

In practical applications bordered systems for the update of λi+1 are used to minimize
rounding errors and ensure stability [27]. Let us consider the bordered systems

(
T (λi) a
bH 0

)(
si

µi

)
=

(
0
α

)
,

(
T (λi)

H b
aH 0

)(
ti
νi

)
=

(
0
α

)
, (3.8)

where α ∈ R \ {0} is a scaling factor. Then we obtain µivi = −si and νiwi = −ti. Using
that µi = νi, one gets for the update

λi+1 = λi −
(T (λi)si, ti)

(T ′(λi)si, ti)
.

In [27, 29] a modified version of the NGRQI was proposed where the vector a and b
are updated in every iteration step by wi and vi, respectively. The motivation for this
modification is that in the case of an algebraic simple eigenvalue λ the norm of the inverse of
the bordered matrices in (3.8) at λ are minimized if for a the corresponding left eigenvector
and for b the corresponding right eigenvector is chosen [27]. For this modified version local
quadratic convergence was shown for algebraic simple eigenvalues in [27].

From a theoretical point of view the convergence order of the NGRQI for semi–simple
eigenvalues does not depend on their geometric multiplicity. But there is an important
difference between an eigenvalue with simple geometric multiplicity and an eigenvalue with
multiple multiplicity with respect to the conditioning of the linear systems (3.8). For
multiple eigenvalues the linear systems get very ill–conditioned close to an eigenvalue and
they are singular in the limiting case. However, the error which is made due to this
ill–conditioning points in the direction of the eigenspace and only slightly effects the per-
formance of the algorithm. In numerical experiments still a quadratic convergence behavior
for semi–simple eigenvalues with multiple geometric multiplicity is obtained, see Examples
5.1 and 5.3.

4 Augmented Newton method

One of the classical approaches for the solution of the nonlinear eigenvalue problem (1.1)
is to apply Newton’s method to the augmented system

F (v, λ) :=

(
T (λ)v
dHv − 1

)
=

(
0
0

)
, (4.1)
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where the second equation is a normalization constraint with some chosen vector
d ∈ Cn \ {0} for which it is assumed that it is not orthogonal to the eigenspace ker T (λ).
In many publications [2, 23, 25, 26, 35], this approach was analyzed for algebraic simple
eigenvalues. Utilizing that the derivative of the augmented form

F ′(v, λ) =

(
T (λ) T ′(λ)v
dH 0

)
(4.2)

for an eigenpair (λ, v) of an algebraic simple eigenvalue is non–singular, the standard
arguments of the proof for the convergence of Newton’s method can be applied to show
local quadratic convergence. Different modifications are proposed in order to reduce the
costs of the computations [22, 26] and to increase the convergence rate of the iteration
[23, 25, 26]. However, the convergence analysis in all of these publications are restricted
to algebraic simple eigenvalues and are based on the regularity of the derivative of the
augmented form (4.2) which is for a multiple eigenvalue not regular anymore.

For our theoretical analysis it is suitable to write the augmented Newton method in
the form as given in Algorithm 1. However, in practical computations it is recommended
to perform it in the augmented form by reasons of rounding errors and stability.

Algorithm 1 Augmented Newton method

1: Input: λ0, v0, d such that dHv0 = 1
2: for i = 0, 1, 2, . . . until convergence do

3: solve T (λi)si+1 = T ′(λi)vi for si+1

4: λi+1 = λi − (dHvi)/(d
Hsi+1)

5: vi+1 = si+1/d
Hsi+1

6: end for

In the following we will consider an algorithm which is similar to Algorithm 1 but where we
choose a normalization condition which needs no assumption in advance. For d in step 4 of
Algorithm 1 we choose d = si+1 and in step 5 we normalize vi+1 = si+1/‖si+1‖ which gives
Algorithm 2. Note that for linear eigenvalue problems with T (λ) = A− λI Algorithm 2 is
the Rayleigh quotient iteration.

For a given approximation (λi, vi) of an eigenpair (λi + ∆̃λi, vi + ∆̃vi) with ‖vi‖ = 1
one step of Algorithm 2 can be interpreted as linearization of

0 = [(vi + ∆̃vi)
Hvi]T (λi + ∆̃λi)(vi + ∆̃vi)

= [(vi + ∆̃vi)
Hvi]T (λi)vi + ∆̃λiT

′(λi)vi + [(vi + ∆̃vi)
Hvi]T (λi)∆̃vi + r(∆̃λi, ∆̃vi),

where r(∆̃λi, ∆̃vi) contains only terms of at least quadratic order with respect to ∆̃λi and

∆̃vi. Neglecting r(∆̃λi, ∆̃vi) yields the equation

[(vi + ∆vi)
Hvi]T (λi)(vi + ∆vi) = −∆λiT

′(λi)vi
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for the new corrections ∆λi = λi+1 − λi and ∆vi = vi+1 − vi. Suppose that si+1 is a
solution of T (λi)si+1 = T ′(λi)vi, then [(vi + ∆vi)

Hvi](vi +∆vi) = −∆λisi+1. Enforcing the
normalization condition ‖vi + ∆vi‖ = 1 gives vi + ∆vi = si+1/‖si+1‖, and finally

−∆λis
H
i+1si+1 = [(vi + ∆vi)

Hvi]s
H
i+1(vi + ∆vi) =

sH
i+1vi

‖si+1‖

sH
i+1si+1

‖si+1‖
= sH

i+1vi

which corresponds to step 4 of Algorithm 2.

Algorithm 2 Modified augmented Newton method

1: Input: λ0, v0 such that vH
0 v0 = 1

2: for i = 0, 1, 2, . . . until convergence do

3: solve T (λi)si+1 = T ′(λi)vi for si+1

4: λi+1 = λi − (sH
i+1vi)/(s

H
i+1si+1)

5: vi+1 = si+1/‖si+1‖
6: end for

In the following we will present a rigorous convergence analysis of Algorithm 2 in the case
of semi–simple eigenvalues. Let (µ, z) be an approximation of an eigenpair (λ, v). We first
derive an error estimate for the new eigenvector approximation of Algorithm 2 with respect
to the errors of µ and z.

Lemma 4.1. Let λ ∈ σ(T ) be a semi–simple eigenvalue. Then, there exist ε > 0, τ > 0,
and cλ > 0 such that for all

z ∈
{
y ∈ C

n : ‖y‖ = 1, min
v∈ker T (λ)

‖y − v‖ ≤ ε
}

and for all µ with 0 < |µ− λ| ≤ δ

min
v∈ker T (λ)

∥∥∥∥
1

‖T (µ)−1T ′(µ)z‖
T (µ)−1T ′(µ)z − v

∥∥∥∥ ≤ cλ|µ− λ|
(
|µ− λ| + ‖z − vz‖

)
(4.3)

holds, where vz is the best approximation of z in ker T (λ).

Proof. Let λ ∈ σ(T ) be a semi–simple eigenvalue and let {v1, . . . , vJ} be a basis of the
eigenspace ker T (λ). By Theorem 2.2, there exists a neighborhood U of λ such that T (µ)−1

admits a representation by

T (µ)−1 = (µ− λ)−1B−1 + F (µ), µ ∈ U \ {λ}, (4.4)

with a holomorphic function F : U → Cn×n and with

B−1 =

J∑

j=1

( · , wj)vj, (4.5)
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where {w1, . . . , wJ} is an appropriate basis of kerTH(λ). Choose τ∗ > 0 such that the
closed disk U τ∗(λ) with center λ and radius τ∗ is a subset of U . For z ∈ Cn with ‖z‖ = 1
we denote by s(µ, z) the solution of

T (µ)s(µ, z) = T ′(µ)z.

Using the representation (4.4), we can write

s(µ, z) =
1

(µ− λ)
B−1T

′(µ)z + F (µ)T ′(µ)z, µ ∈ U \ {λ}. (4.6)

For the norm of s(µ, z) we get

‖s(µ, z)‖2 = (s(µ, z), s(µ, z))

=
‖B−1T

′(µ)z‖2

|µ− λ|2
+ 2 Re

(B−1T
′(µ)z, F (µ)T ′(µ)z)

(µ− λ)
+ ‖F (µ)T ′(µ)z‖2

=
‖B−1T

′(µ)z‖2

|µ− λ|2
χ(µ, z), (4.7)

with

χ(µ, z) := 1 +
2Re[(µ− λ)(B−1T

′(µ)z, F (µ)T ′(µ)z)]

‖B−1T ′(µ)z‖2
+

|µ− λ|2‖F (µ)T ′(µ)z‖

‖B−1T ′(µ)z‖2
.

We first show that the function χ is well defined in a neighborhood of λ provided that z
is sufficiently close to the eigenspace ker T (λ). Let vz ∈ Cn be the best approximation of
z in kerT (λ) and let

δz := z − vz.

Using the Taylor series expansion of T ′(µ) in λ and the property (2.6), i.e. B−1T
′(λ)v = v

for all v ∈ kerT (λ), we get

B−1T
′(µ)z = B−1T

′(µ)(vz + δz)

= B−1T
′(λ)vz + (µ− λ)B−1T

′′(µ̃)vz +B−1T
′(µ)δz (4.8)

= vz + (µ− λ)B−1T
′′(µ̃)vz +B−1T

′(µ)δz

for some µ̃ ∈ Uτ∗(λ). With vz = z − δz we have

‖B−1T
′(µ)z‖2 = ‖z − δz + (µ− λ)B−1T

′′(µ̃)vz +B−1T
′(µ)δz‖2

= (z, z) − (z, δz + (µ− λ)B−1T
′′(µ̃)vz +B−1T

′(µ)δz)

+(δz + (µ− λ)B−1T
′′(µ̃)vz +B−1T

′(µ)δz, B−1T
′(µ)z).

Since B−1T
′(µ) and B−1T

′′(µ) are bounded in U τ∗(λ), and since ‖z‖ = 1, ‖vz‖ ≤ 1, there
exists a constant cτ∗ > 0 such that

‖B−1T
′(µ)z‖2 ≤ 1 + cτ∗ (‖δz‖ + |µ− λ|) (4.9)
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for all µ ∈ U τ∗(λ). This implies that there exists a τ1 > 0 such that the function χ(µ, z) is
well defined for all µ with |µ− λ| ≤ τ1, and for all z with ‖δz‖ ≤ τ1.

Since B−1T
′(µ)z and F (µ)T ′(µ)z are uniformly bounded on the compact set U τ1(λ) ×

{z ∈ Cn : ‖z‖ = 1}, we can write

‖B−1T
′(µ)z‖2 χ(µ, z) = 1 + ν(µ, z), (4.10)

where
|ν(µ, z)| ≤ cν(‖δz‖ + |µ− λ|) (4.11)

for all µ with |µ− λ| ≤ τ1 and for all ‖δz‖ ≤ τ1.
Using (4.6) and (4.7) we obtain

s(µ, z)

‖s(µ, z)‖
=

|µ− λ|

‖B−1T ′(µ)z‖χ(µ, z)1/2

(
(µ− λ)−1B−1T

′(µ)z + F (µ)T ′(µ)z
)
. (4.12)

The vector B−1T
′(µ)z is an element of the eigenspace ker T (λ) due to the construction of

B−1, see (4.5). The Taylor series expansion of F (µ)T ′(µ) in λ gives

F (µ)T ′(µ)(vz + δz) = F (λ)T ′(λ)vz + (µ− λ)
d

dµ
[F (µ)T ′(µ)]|µ=µ̂vz + F (µ)T ′(µ)δz (4.13)

for some µ̂ ∈ Uτ1(λ). By Corollary 2.3, iii., we have F (λ)T ′(λ)v ∈ ker T (λ) for all v ∈
ker T (λ). Hence,

z̃(µ, z) :=
|µ− λ|

‖B−1T ′(µ)z‖χ(µ, z)1/2

(
(µ− λ)−1B−1T

′(µ)z + F (λ)T ′(λ)vz

)

is an element of ker T (λ). Thus, we get from (4.12) with (4.13) that

inf
v∈ker T (λ)

∥∥‖s(µ, z)‖−1s(µ, z) − v
∥∥ ≤

∥∥‖s(µ, z)‖−1s(µ, z) − z̃(µ, z)
∥∥

=
|µ− λ|

‖B−1T ′(µ)z‖χ(µ, z)1/2

∥∥∥(µ− λ)
d

dµ
[F (µ)T ′(µ)]|µ=eµvz + F (µ)T ′(µ)δz

∥∥∥.

Using (4.10) and (4.11), there exist 0 < ε ≤ τ1 and 0 < τ ≤ τ1 such that for all z with
‖δz‖ ≤ ε and for all µ with 0 < |µ− λ| ≤ τ we have

‖B−1T (µ)z‖χ(µ, z)1/2 ≥
1

2
.

Since d
dµ

[F (µ)T ′(µ)] and F (µ)T ′(µ) are bounded in U τ (λ), there exists a constant cλ > 0
such that

min
v∈ker T (λ)

∥∥‖s(µ, z)‖−1s(µ, z) − v
∥∥ ≤ cλ|µ− λ|

(
|µ− λ| + ‖δz‖

)

for all z with ‖δz‖ ≤ ε and for all µ with 0 < |µ− λ| ≤ τ .
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In the next theorem we prove the convergence of Algorithm 2.

Theorem 4.2. Let λ ∈ σ(T ) be a semi–simple eigenvalue. Then, there exist an ε0 > 0
and a τ0 > 0 such that for all

v0 ∈
{
z ∈ C

n : ‖z‖ = 1, min
v∈ker T (λ)

‖z − v‖ ≤ ε0

}

and for all λ0 with 0 < |λ0 −λ| ≤ τ0 the sequence {λi}i∈N defined by Algorithm 2 converges
to λ. Moreover, there exists a constant c > 0 such that

|λi+1 − λ| + min
v∈ker T (λ)

‖vi+1 − v‖ ≤ c |λi − λ|
(
|λi − λ| + ‖δvi‖

)

for all i ∈ N, where δvi is the best approximation error of vi in kerT (λ).

Proof. Let λ ∈ σ(T ) be a semi–simple eigenvalue, then we can choose τ∗ > 0 such that for
all µ ∈ U τ∗(λ) \ {λ} the resolvent T (µ)−1 admits a representation by

T (µ)−1 = (µ− λ)−1B−1 + F (µ)

where F : U τ∗(λ) → Cn×n is continuous and holomorphic in Uτ∗(λ), and where B−1 is
defined as in the proof of Lemma 4.1. Let z ∈ Cn, ‖z‖ = 1, then we can write

[T (µ)−1T ′(µ)z]Hz

‖T (µ)−1T ′(µ)z‖2
= (µ− λ)

[B−1T
′(µ)z + (µ− λ)F (µ)T ′(µ)z]Hz

‖B−1T ′(µ)z‖2 χ(µ, z)
, (4.14)

where χ is defined as in (4.7). Let us denote again by vz ∈ Cn the best approximation of
z in kerT (λ), and let

δz := z − vz.

Then, by (4.8) we have

B−1T
′(µ)z = vz + (µ− λ)B−1T

′′(µ̃)vz +B−1T
′(µ)δz

for some µ̃ ∈ Uτ∗(λ). Further, we get

[B−1T
′(µ)z]Hz = [vz + (µ− λ)B−1T

′′(µ̃)vz +B−1T
′(µ)δz]H [vz + δz]

= vH
z vz + [(µ− λ)B−1T

′′(µ̃)vz +B−1T
′(µ)δz]Hvz + [B−1T

′(µ)z]Hδz

= 1 + α(µ, z) + (µ− λ)β(µ, z),

where

α(µ, z) := −δzHδz + [B−1T
′(µ)δz]Hvz + [B−1T

′(µ)z]Hδz,

β(µ, z) := [B−1T
′′(µ̃)vz]

Hvz.

Let us introduce
γ(µ, z) := [F (µ)T ′(µ)z]Hz,
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then we have

[T (µ)−1T ′(µ)z]Hz

‖T (µ)−1T ′(µ)z‖2
= (µ− λ)

1 + α(µ, z) + (µ− λ)
(
β(µ, z) + γ(µ, z)

)

‖B−1T ′(µ)z‖2 χ(µ, z)
. (4.15)

Recall the representation (4.10),

‖B−1T
′(µ)z‖2 χ(µ, z) = 1 + ν(µ, z),

where |ν(µ, z)| ≤ cν(‖δz‖ + |µ− λ|) for all µ with |µ− λ| ≤ τν and for all ‖δz‖ ≤ τν for a
sufficiently small 0 < τν ≤ τ∗. Thus, we can write

[T (µ)−1T ′(µ)z]Hz

‖T (µ)−1T ′(µ)z‖2
= (µ− λ)

(
1 +

α(µ, z) + (µ− λ)
(
β(µ, z) + γ(µ, z)

)
− ν(µ, z)

1 + ν(µ, z)

)
.

Since T ′(µ), T ′′(µ) and F (µ) are continuous in U τν
(λ), ‖z‖ = 1, ‖δz‖ ≤ 1, and ‖vz‖ ≤ 1,

we have

|α(µ, z)| ≤ ‖δz‖(‖δz‖ + 2‖B−1T
′(µ)‖) ≤ c1‖δz‖,

|β(µ, z)| ≤ ‖T ′′(µ̃)‖ ≤ c2,

|γ(µ, z)| ≤ ‖F (µ)T ′(µ)‖ ≤ c3

for all µ ∈ U τν
(λ). Hence, for sufficiently small τ > 0 and ε > 0 there exists a constant

c̃ > 0 such that

∣∣∣∣µ− λ−
[T (µ)−1T ′(µ)z]Hz

‖T (µ)−1T ′(µ)z‖2

∣∣∣∣ =

∣∣∣∣∣(µ− λ)
α(µ, z) + (µ− λ)

(
β(µ, z) + γ(µ, z)

)
− ν(µ, z)

1 + ν(µ, z)

∣∣∣∣∣
≤ c̃ |µ− λ|

(
|µ− λ| + ‖δz‖

)
(4.16)

for all z with ‖δz‖ ≤ ε and for all µ ∈ U τ (λ) \ {λ}. Let us assume that τ and ε are chosen
sufficiently small such that also the estimate (4.3) holds, i.e.

min
v∈ker T (λ)

∥∥∥∥
1

‖T (µ)−1T ′(µ)z‖
T (µ)−1T ′(µ)z − v

∥∥∥∥ ≤ cλ |µ− λ|
(
|µ− λ| + ‖δz‖

)
. (4.17)

Consider now Algorithm 2. The first update λ1 for an initial pair (λ0, v0) is given by

λ1 = λ0 −
[T (λ0)

−1T ′(λ0)v0]
Hv0

‖T (λ0)−1T ′(λ0)v0‖2
.

Using (4.16) and (4.17) we get

|λ1 − λ| ≤ c̃ |λ0 − λ|
(
|λ0 − λ| + ‖δv0‖

)
,

min
v∈ker T (λ)

‖v1 − v‖ ≤ cλ |λi − λ|
(
|λ0 − λ| + ‖δv0‖

)
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for all v0 with ‖δv0‖ ≤ ε and for λ0 ∈ U τ (λ) \ {λ}. Choose ε0 > 0 and τ0 > 0 such that

ε0 < min

{
1

2c̃
, ε

}
and τ0 < min

{
ε0

cλ(τ + ε0)
,

1

2c̃
, τ

}
.

This implies that η := c̃(τ0 + ε0) < 1 and

|λ1 − λ| ≤ c̃ |λ0 − λ|
(
|λ0 − λ| + ‖δv0‖

)
≤ |λ0 − λ| η < τ0 < τ,

‖δv1‖ ≤ cλτ0(τ0 + ε0) ≤ cλτ0(τ + ε0) ≤ ε0 < ε

for all λ0 with |λ0 − λ| ≤ τ0 and for all v0 with ‖δv0‖ ≤ ε0. Thus, by induction we obtain
with (4.16) and (4.17)

|λi+1 − λ| ≤ c̃ |λi − λ|
(
|λi − λ| + ‖δvi‖

)
≤ ηi |λ0 − λ| → 0 (4.18)

as i→ ∞ and
min

v∈ker T (λ)
‖vi+1 − v‖ ≤ cλ |λi − λ|

(
|λi − λ| + ‖δvi‖

)
, (4.19)

which proves the assertions.

From the error estimates (4.18) and (4.19) it follows that the sequence {(λi − λ, δvi)}i∈N

converges quadratically to 0 ∈ Cn+1.

Remark 4.3. The convergence results of Algorithm 2 can be derived in the same way also
for Algorithm 1. However, it has to be assumed that the normalization vector d is not
orthogonal to the eigenspace ker T (λ), and that the set {v ∈ kerT (λ) : v/dHv = 1} is
bounded. The second assumption ensures that the the sequence {vi}i∈N remains bounded.

For defective eigenvalues, numerical examples indicate that the convergence of Algorithm 1
and Algorithm 2 is linear. However, to the best of our knowledge, a proof of this conjecture
is not available. By considering the representation of the principal part of the resolvent in
terms of generalized eigenvectors, which provides the Theorem of Keldysh, a proof of this
conjecture might be possible. In [10], the convergence factor for double non–semi–simple
eigenvalues is analyzed. Provided that the sequence {λi}i∈N converges to an eigenvalue, it
is shown that the convergence factor is 1/2.

As for the NGRQI, also for the augmented Newton method the linear system which
has to be solved in every iteration step is ill–conditioned close to a multiple eigenvalue.
However, again this slightly effects the iteration in practical computations. In numeri-
cal experiments still a quadratic convergence behavior for semi–simple eigenvalues with
multiple geometric multiplicity is obtained, see Examples 5.1 and 5.3.

5 Examples

Example 5.1 We first consider a nonlinear eigenvalue problem of the form

T (λ) = eλFD(λ)G− λI,
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whereD(λ) = diag(sinλ, eλ−1, 3, . . . , n) with n = 100, and where F,G ∈ Rn×n are taken as
random with full rank. λ = 0 is a semi–simple eigenvalue of T with geometric multiplicity
2. We observe a quadratic convergence order of the NGRQI and of the augmented Newton
method for the approximation λ = 0, see Figure 1. This confirms the theoretical results of
Theorem 3.1 and of Theorem 4.2.

Figure 1: Convergence for Example 1.

Example 5.2 Next we consider the delay eigenvalue problem [10, Example 2]

T (λ) = −λI + A0 + A1e
−λ,

where

A0 =




0 1 0
0 0 1

−a3 −a2 −a1


 , A1 =




0 0 0
0 0 0

−b3 −b2 −b1


 ,

and

a1 =
2

5

65π + 32

8 + 5π
, a2 =

9π2(13 + 5π)

8 + 5π
, a3 =

324

5

pi2(5π + 4)

8 + 5π
,

b1 =
260π + 128 + 225π2

80 + 50π
, b2 =

45π2

8 + 5π
, b3 =

81(π2(40π + 32 + 25π2)

80 + 50π
.

This eigenvalue problem has a double non–semi–simple eigenvalue λ = 3πi [10]. According
to Theorem 3.1, the NGRQI converges linearly with the convergence factor 1/2 which
is confirmed by the computations, see Figure 2. Also the augmented Newton method
converges linearly and the convergence factor is 1/2, as it was already demonstrated in
[10].
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Figure 2: Convergence for Example 2.

Example 5.3 Finally we consider the boundary element discretization of the interior and
exterior Dirichlet Laplacian eigenvalue problem

−∆u(x) = λu(x) for x ∈ Ωi, u(x) = 0 for x ∈ ∂Ωi, i = 1, 2, (5.1)

where for the interior eigenvalue problem we consider Ω1 = Ω = {x ∈ R3 : ‖x‖ < 1},
while we have Ω2 = R

3 \Ω for the exterior eigenvalue problem. For the exterior eigenvalue
problem in addition an outgoing radiation condition for the eigenfunctions is assumed, see
[9]. Both eigenvalue problems can be represented in terms of boundary integral equations
[30, 31, 33]: If (κ2, u) is an eigenpair of either the interior or exterior eigenvalue problem,
then (κ, ∂

∂n
u), where ∂

∂n
u is the normal derivative of u on the boundary ∂Ω, is an eigenpair

of the nonlinear eigenvalue problem

1

4π

∫

∂Ω

eiκ|x−y|

|x− y|

∂

∂ny

u(y)dsy = 0 for x ∈ ∂Ω. (5.2)

The real eigenvalues of (5.2) correspond to the eigenvalues of the interior problem whereas
the non–real ones correspond to the eigenvalues of the exterior problem. The exact eigen-
values of the interior problem are the squares of the zeros of the Bessel functions Jm+1/2,
m ∈ N0. For the exterior problem the exact eigenvalues are the squares of the zeros of
the spherical Hankel functions of the first kind [21]. For the discretization of the eigen-
value problem (5.2) we have approximated the boundary ∂Ω by nh planar triangles τℓ. As
ansatz space for the eigenfunctions we have chosen the space of piecewise constant func-
tions. The Galerkin discretization of the eigenvalue problem (5.2) takes the form [30]: Find
(κh, vh) ∈ C × Cnh \ {0} such that

Th(κh)vh = 0, (5.3)

where

Th(κh)[k, ℓ] :=
1

4π

∫

τℓ

∫

τk

eiκh|x−y|

|x− y|
dsydsx for k, ℓ = 1, . . . , nh.
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In order to get coarse approximations for the eigenpairs we have used the contour integral
method [5] on the discretization level L = 2 with nh = 320 boundary elements.

Figure 3: Numerical results for Example 5.3. Left plot : Approximations (cross) of the
exact interior (circle) and exterior (square) eigenvalues inside the ellipse by the contour
integral method on level L = 2. Right plot : Refinements by the NGRQI and the augmented
Newton method on level L = 5.

Figure 3 shows the approximations of the eigenvalues inside the chosen ellipse and their
refinements which we have got by the NGRQI and the augment Newton method on level
L = 5 with nh = 5140 boundary elements. The convergence behavior of both methods for
the two smallest eigenvalues in modulus of the interior and exterior eigenvalue problem,
respectively, are given in Figure 4 where for each eigenvalue a quadratic convergence can
be observed. As solver for the linear systems we have used a GMRES methos without
preconditioning.

On the continuous level the smallest interior eigenvalue is an algebraic simple eigenvalue
whereas the others are semi–simple eigenvalues. By the discretization each semi–simple
eigenvalue splits into several simple discrete eigenvalues which are very close to each other.
The maximal absolute difference of the considered discrete eigenvalues on level L = 4
which are associated with a continuous eigenvalue is smaller than 10−5. Thus, the results
of this example rather demonstrate that both methods exhibit in practice also in the case
of clustered simple eigenvalues a quadratic convergence behavior.

6 Conclusions

In this paper we have reviewed and extended the convergence results of two classical it-
erative methods for holomorphic eigenvalue problems which are usually restricted either
to algebraic simple eigenvalues or to polynomial eigenvalue problems. We have considered
the nonlinear generalized Rayleigh quotient iteration and the augmented Newton method
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Figure 4: Numerical results for Example 5.3. Obtained eigenvalue approximations in the
course of the NGRQI (left column) and the augmented Newton method (right column) on
level L = 5. First row : Approximation of the interior eigenvalues. Second and third row :
Approximation of the exterior eigenvalues.
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which can be used for a more accurate approximation of eigenpairs. In our convergence
analysis we utilize the representation of the resolvent as a meromorphic matrix–valued
function which has the eigenvalues as poles. The convergence behavior of both methods
depends on the order of the poles of the resolvent. For semi–simple eigenvalues, which
are simple poles of the resolvent, local quadratic convergence has been shown for both
methods. In the case of defective eigenvalues, local linear convergence for the nonlinear
generalized Rayleigh quotient iteration has been shown.

The computational costs of both methods differ for non–Hermitian and non–symmetric
eigenvalue problems. If the augmented Newton method is used, only one linear system
has to be solved per iteration step whereas for the nonlinear generalized Rayleigh quotient
iteration additionally an adjoint problem has to be solved.

Numerical experiments confirm the theoretical convergence results even then when the
linear systems get ill–conditioned in the case of semi–simple eigenvalues with multiple
geometric multiplicity and in the case of clustered eigenvalues. However, especially for
these cases, appropriate preconditioning techniques are recommended.
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