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State-based nested iteration solution

of optimal control problems with PDE constraints∗

Ulrich Langer†, Richard Löscher‡, Olaf Steinbach§, Huidong Yang¶

Abstract

We consider an abstract framework for the numerical solution of optimal
control problems (OCPs) subject to partial differential equations (PDEs). Ex-
amples include not only the distributed control of elliptic PDEs such as the
Poisson equation discussed in this paper in detail but also parabolic and hy-
perbolic equations. The approach covers the standard L2 setting as well as
the more recent energy regularization, also including state and control con-
straints. We discretize OCPs subject to parabolic or hyperbolic PDEs by
means of space-time finite elements similar as in the elliptic case. We discuss
regularization and finite element error estimates, and derive an optimal rela-
tion between the regularization parameter and the finite element mesh size in
order to balance the accuracy, and the energy costs for the corresponding con-
trol. Finally, we also discuss the efficient solution of the resulting systems of
algebraic equations, and their use in a state-based nested iteration procedure
that allows us to compute finite element approximations to the state and the
control in asymptotically optimal complexity. The numerical results illustrate
the theoretical findings quantitatively.

Keywords: PDE constrained optimal control problems, finite element method,
error estimates, solvers, nested iteration

2010 MSC: 49J20, 49M05, 35J05, 65M60, 65N22, 65F10

1 Introduction, motivation, and preliminaries

Since Lions’ pioneering monograph [45] on the optimal control of systems described
by partial differential equations (PDEs) of elliptic, parabolic, or hyperbolic types,
the investigation of optimal control problems (OCPs) for PDEs and their numerical
solution have developed into a well-established research field in Applied Mathemat-
ics with many applications in different areas in science and engineering. Since then
the development of the mathematical analysis on OCPs for PDEs is documented
by a huge number of publications. We here only refer the reader to the books
[5, 12, 32, 64], the collections [28, 29, 44], and the survey paper [4]. Tracking-type
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OCPs for PDEs can be posed as follows: Find the optimal control uϱ ∈ U and the
corresponding state yϱ ∈ Y minimizing the cost functional

J (yϱ, uϱ) =
1

2
∥yϱ − y∥2HY

+
1

2
ϱ ∥uϱ∥2U (1.1)

subject to (s.t.) the state equation

Byϱ = uϱ in U, (1.2)

where we are thinking about elliptic (e.g., Poission’s equation: B = −∆), parabolic
(e.g., heat equation: B = ∂t − ∆x), and hyperbolic (e.g., wave equation: B =
∂tt − ∆x) PDEs or systems of such PDEs with appropriate boundary and initial
conditions. Here y ∈ HY denotes the given desired state (target) that we want to
track as close as possible, and ϱ > 0 is a suitable chosen regularization parameter
that also defines the energy cost ∥uϱ∥2U of the control uϱ ∈ U appearing as right-
hand side of the state equation (1.2). In this paper, the spaces Y , U , and HY are
Hilbert spaces with Y ⊂ HY ⊂ Y ∗ being a Gelfand triple, and B : Y → U is always
assumed to be an isomorphism. Of course, one can consider also nonlinear PDEs
or systems of PDEs represented then by a nonlinear operator B acting between
Banach spaces in general; see, e.g., [64]. The practical realization of the control
uϱ sometimes requires additional, so-called box-constraints imposed on the control,
i.e., we look for some optimal control uϱ ∈ Uad = Kc ⊂ U in a non-empty, closed,
and convex subset Kc of U . Similarly, we can also request box-constraints imposed
on the state, i.e. we look for yϱ ∈ Yad = Ks ⊂ Y in a non-empty, closed, and convex
subset Ks of Y . These are the main assumptions ensuring existence and uniqueness
of an optimal solution (yϱ, uϱ) ∈ Y × U of the optimal control problem (1.1)-(1.2)
or the coresponding box-constrained problems where U or Y is replaced by Uad or
Yad; see, e.g., [12, 45, 64].

One of the most simple examples of such kind of tracking-type OCPs is the
distributed optimal control of the Poission equation with L2 regularization: Find
uϱ ∈ U = L2(Ω) and yϱ ∈ Y = H1

0 (Ω) minimizing the cost functional

J (yϱ, uϱ) =
1

2
∥yϱ − y∥2HY =L2(Ω) +

1

2
ϱ ∥uϱ∥2U=L2(Ω) (1.3)

s.t. the Dirichlet boundary value problem for the Poisson equation

−∆yϱ = uϱ in Ω, yϱ = 0 on ∂Ω, (1.4)

where Ω ⊂ Rd is a bounded Lipschitz domain with boundary ∂Ω, d = 1, 2, 3. It is
well known that the solution of the OCP (1.3)–(1.4) is characterized by the gradient
equation

pϱ + ϱ uϱ = 0 in Ω, (1.5)

where pϱ solves the adjoint Dirichlet boundary value problem

−∆pϱ = yϱ − y in Ω, pϱ = 0 on ∂Ω. (1.6)

When inserting uϱ = −∆yϱ into the gradient equation (1.5), we get pϱ = ϱ∆yϱ.
Hence, we have to solve the BiLaplace equation

ϱ∆2yϱ + yϱ = y in Ω, yϱ = ∆yϱ = 0 on ∂Ω. (1.7)

Since the operator B = −∆ is an isomorphism from H1
0 (Ω,∆) = {y ∈ H1

0 (Ω) :
∆u ∈ L2(Ω)} onto U = L2(Ω), the natural choice for the state space would be
Y = H1

0 (Ω,∆) rather than Y = H1
0 (Ω) in the case of L2 regularization. On the

other hand, if we choose Y = H1
0 (Ω) as state space, then we can permit controls
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from U = H−1(Ω), and now B : H1
0 (Ω) → H−1(Ω) is an isomorphism as well.

Therefore, instead of using the L2 regularization ∥uϱ∥2L2(Ω) in (1.3), we may also

consider the energy regularization ∥uϱ∥2H−1(Ω) to minimize

J (yϱ, uϱ) =
1

2

∫
Ω

[yϱ(x)− y(x)]2 dx+
1

2
ϱ ∥uϱ∥2H−1(Ω) (1.8)

subject to the Poisson equation (1.4). By duality we have ∥uϱ∥H−1(Ω) = ∥∇yϱ∥L2(Ω),
and hence we can write (1.8) as the reduced cost functional

J̃ (yϱ) =
1

2

∫
Ω

[yϱ(x)− y(x)]2 dx+
1

2
ϱ

∫
Ω

|∇yϱ(x)|2 dx, (1.9)

whose minimizer is given as the unique solution of the gradient equation

−ϱ∆yϱ + yϱ = y in Ω, yϱ = 0 on ∂Ω. (1.10)

To underline the differences in considering the optimal control problems (1.3) and
(1.8) subject to (1.4), i.e., when measuring the control uϱ either in L2(Ω) or in
H−1(Ω), let us consider three simple examples. Therefore, we will study three
different target functions y on the one-dimensional (d = 1) domain Ω = (0, 1),
namely the regular target

y1(x) = 4x(1− x) for x ∈ (0, 1) (1.11)

with y1 ∈ H1
0 (Ω) ∩H2(0, 1), the piecewise linear target

y2(x) =


1, x = 0.5,

0, x ∈ (0, 0.25) ∪ (0.75, 1),

piecewise linear, else,

(1.12)

belonging to H1
0 (Ω) ∩Hs(Ω) for all s < 1.5, and the discontinuous target

y3(x) =

{
1, x ∈ (0.25, 0.75),

0, else,
(1.13)

with y3 ∈ Hs(Ω), s < 0.5. In all of these cases, we can solve both the gradient
equation (1.10) and the BiLaplace equation (1.7) analytically in order to compute
the state functions yi,ϱ, i = 1, 2, 3 for different values of the relaxation or cost
parameter ϱ, see Fig. 1. There we also plot the errors ∥yi,ϱ − yi∥L2(Ω) for both
regularization norms as a function of the regularization parameter ϱ. We observe
that in all cases the error ∥yi,ϱ−yi∥L2(Ω) is smaller when using energy regularization
in H−1(Ω) instead of using the regularization in L2(Ω). In fact, the errors coincide
when considering ϱL2 = ϱ2H−1 . Note that the related regularization error estimates
were already shown in [51].

When the state yi,ϱ is known we can compute the control ui,ϱ(x) = −y′′i,ϱ(x) as
well as the costs ∥ui,ϱ∥L2(Ω) and ∥ui,ϱ∥H−1(Ω) = ∥y′i,ϱ∥L2(Ω) for both regularization
norms. We observe that in the case of the smooth target y1 all costs remain bounded
for ϱ→ 0, while for the discontinuous target y3 all costs tend to infinity as ϱ→ 0.
The situation is different for the piecewise linear target y2 where the costs remain
bounded in the case of energy regularization, but tend to infinity as ϱ → 0 when
using L2 regularization. As discussed later in this paper, these observations are
in complete agreement with our theoretical results. Moreover, they show that our
theoretical results are sharp.
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(a) Smooth target
y1 ∈ H1

0 (0, 1) ∩H2(0, 1).
(b) Piecewise linear target

y2 ∈ H1
0 (0, 1) ∩Hs(0, 1), s < 1.5.

(c) Discontinuous target
y3 ∈ Hs(0, 1), s < 0.5.
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Figure 1: Targets yi, state solutions yi,ϱL2 and yi,ϱH−1 , and errors ∥yi,ϱ − yi∥L2(Ω)

for different choices of regularization parameters and regularization norms.
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Figure 2: Error and different types of regularization with ϱ = ϱH−1 = ϱL2 .

The finite element discretization of OPCs such as (1.1)–(1.2) in general, or (1.3)–
(1.4) and (1.8)–(1.4) in particular, is usually investigated for fixed ϱ > 0, and dis-
cretization error estimates are provided for the finite element errors ∥yϱ− yϱh∥ and
∥uϱ−uϱh∥ in different norms; see, e.g., [41, 42, 49, 55, 56] However, as shown above,
the distance of the computed finite element state yϱh from the desired state y is
basically given by the distance ∥yϱ − y∥ that is fixed for fixed ϱ. Similarly, the
computed costs ∥uϱh∥ approximate the cost ∥uϱ∥ that is also fixed for fixed ϱ. If
we want to improve the distance ∥yϱh − y∥, then we have to diminish ϱ that leads
to higher cost ∥uϱh∥. On the other side, if we want to reduce the cost, then we
have to enlarge ϱ that yields a larger distance ∥yϱh − y∥. A careful analysis of the
discretization error ∥yϱh − y∥ in terms of ϱ and h shows that we have to relate
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the regularization parameter ϱ to the mesh-size h in order to get an asymptotically
optimal convergence of yϱh to y in balance with the energy cost for the control. It
is shown in [37, 39] that we should choose ϱ = h2 and ϱ = h4 for OCPs (1.3)–(1.4)
with L2 regularization and (1.8)–(1.4) with H−1 regularization, respectively. The
same choices as in elliptic OPCs hold for parabolic OPCs [43] and hyperbolic OPCs
[47, 40] when using space-time finite element discretizations. If we permit functions
as regularization, then ϱ can be adapted to the local mesh-size that can heavily
vary over the computational domain in the case of an adaptive mesh refinement;
see [38]. In this connection, we also refer to the very recent paper [54] where both
the regularization parameter and the mesh-size are dynamically adjusted locally on
the basis of a posteriori error estimates. The incorporation of box constraints im-
posed on the state or the control finally leads to state-based variational inequalities
of first kind which can be again discretised by (space-time) finite elements; see [15]
for the elliptic OPC (1.8)–(1.4) with state or control constraints. As in the uncon-
strained case, the choice ϱ = h2 again gives asymptotically optimal convergence.
For constant ϱ > 0, we refer to the recent papers [7, 19, 23] and the references
therein.

An approximate solution to OCPs such as (1.1)–(1.2) can be found via the finite
element discretization of the optimality system consisting of the state equation,
the adjoint equation, and the gradient equation for defining the optimal state yϱ,
the optimal adjoint (co-state) pϱ, and the optimal control uϱ; cf. (1.4)–(1.6) and
(1.5) for the simple elliptic OCP (1.8)–(1.4) with L2 regularization. The finite
element discretization of the OCP (1.1)–(1.2) finally leads to a linear symmetric,
but indefinite linear system of algebraic equations (saddle point system) for defining
finite element vectors yϱh,pϱh,uϱh related to the finite element approximations
yϱh, pϱh, uϱh to yϱ, pϱ, uϱ via the finite element isomorphism. This 3 × 3 block
system can be reduced to the 2× 2 block system[

ϱ−1Ah Bh

B⊤
h −Mh

] [
pϱh
yϱh

]
=

[
0h
−yh

]
(1.14)

by eliminating the control uϱh. Here, the matrix Bh arises from the finite element
discretization of B, Mh denotes the mass matrix, and Ah represents the regu-
larisation term. Since we have to vary ϱ in order to adapt the accuracy of the
approximation of the target y and the energy cost for the control uϱ to the practi-
cal requirements and to our budget, we would like to have not only a solver for the
symmetric and indefinite system (1.14) or for the original 3 × 3 block system that
runs in asymptotically optimal complexity in terms of h but also a solver that is ro-
bust in ϱ. Such kind of robust iterative solvers were proposed and analysed in, e.g.,
[57, 58, 68]. Eliminating the adjoint pϱh from (1.14), we arrive at the symmetric
and positive definite (spd), state-based Schur-complement system

Sϱhyϱh = yh, (1.15)

where Sϱh = Mh+ϱDh with Dh = BT
hA

−1
h Bh. The spd Schur-complement system

can efficiently be solved by means of the preconditioned conjugate gradient (pcg)
method provided that a robust preconditioner Ch is available, and the matrix-
by-vector multiplication Dh ∗ ykϱh, which contains the application of A−1

h , can be
performed efficiently. Surprisingly, for the optimal choice of the regularisation ϱ,
the Schur-complement Sϱh is always spectrally equivalent to the mass matrix Mh

and, therefore, to some diagonal approximation of Mh such as the lumped mass
matrix lump(Mh). So, the lumped mass matrix lump(Mh) can serve as robust
preconditioner Ch. This result is not only true for the elliptic case [37, 39] but also
for parabolic [43] and hyperbolic [47] OCPs as well as for variable regularizations ϱ
locally adapted to the mesh-size. It turns out that, for the elliptic OCP (1.8)–(1.4)
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with H−1 regularization, Bh = Ah = Dh = Kh, and, therefore, Sϱh = Mh + ϱKh,
where Kh is the spd finite element Laplacian stiffness matrix. So, a fast multipli-
cation is ensured. Similarly, for the elliptic OCP (1.3)–(1.4) with L2 regularization,
we have Sϱh = Mh+ ϱKhM

−1
h Kh. Here we can replace Mh by lump(Mh) without

affecting the asymptotic behavior of the discretization error [39], and a fast multipli-
cation is again ensured. In general, we have to use inner iterations for approximating
the application of A−1

h . Now, the pcg with the preconditioner Ch = lump(Mh) can
be used as nested solver in a nested iteration process on a sequence of uniformly or
adaptively refined meshes starting with some coarse mesh and stopping the nested
iteration as soon as a prescribed accuracy for the approximation of the given de-
sired state y is achieved without exceeding a given budget for the energy cost of
the control. The reconstruction of the control from the computed state is an in-
tegral part of the nested iteration process. This allows us to solve OCPs such as
(1.1)–(1.2) always in optimal, or, at least, almost optimal complexity. In the case
of OCPs with state or control constraints, we have to solve variational inequalities
of first kind in the state-based formulation. After the finite element discretization,
these variational inequalities are living in the finite element state space, and can be
reformulatated as non-differentiable non-linear systems of algebraic equations for
determining the nodal solution vector yϱh corresponding to the finite element state
solution yϱh. This non-linear system can by solved by the semi-smooth Newton
method that is nothing but the primal-dual active set method [30]. Alternatively,
we can use multigrid methods for variational inequaltities arising, e.g., from obsta-
cle problems [27]; see also the overview article [20]. For ϱ robust solvers of control
or state constraint OCPs, we also refer to [2, 13, 63] and the references therein.

The rest of the paper is organized as follows. Section 2 presents a theoretical
framework for the analysis and numerical analysis of OCPs of the form (1.1)–(1.2)
including regularization error estimates (Subsection 2.1), Galerkin discretization
and error estimates (Subsection 2.2), recovering of the control from the computed
Galerkin approximation to the state in a simple postprocessing procedure (Subsec-
tion 2.3), solvers and their use in nested iteration with accuracy and cost control
(Subsection 2.4), the handling of additional functional box-constraints for the state
and the control (Subsection 2.5). The application of this abstract framework to the
distributed control of Poisson’s equation (1.3)–(1.4) is presented in Section 3, where
we also discuss our numerical results. The application to the distributed control of
Poisson’s equation deliver the blueprint for other applications such as discussed in
Section 4. In Section 5, we draw some conclusions, and give an outlook on further
research directions in connection with our approach.

2 Abstract optimal control problems

2.1 Abstract setting and regularization error estimates

Let X ⊂ HX ⊂ X∗ and Y ⊂ HY ⊂ Y ∗ be Gelfand triples of Hilbert spaces, where
X∗ and Y ∗ are the duals of X and Y with respect to HX and HY , respectively.
We assume that HX and HY are Hilbert spaces with the inner products ⟨·, ·⟩HX

and ⟨·, ·⟩HY
, respectively. Moreover, the duality pairings ⟨·, ·⟩X∗,X and ⟨·, ·⟩Y ∗,Y are

defined as extension of the inner products in HX , and in HY , respectively.
Let B : Y → X∗ be a bounded, linear operator which is assumed to satisfy an

inf-sup condition, i.e., for all y ∈ Y , we have

∥By∥X∗ ≤ cB2 ∥y∥Y , sup
0 ̸=x∈X

⟨By, x⟩X∗,X

∥x∥X
≥ cB1 ∥y∥Y .

In addition we assume that B is surjective. Hence, B : Y → X∗ defines an isomor-
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phism. By
⟨By, x⟩X∗,X =: ⟨y,B∗x⟩Y,Y ∗ for all (y, x) ∈ Y ×X

we define the adjoint operator B∗ : X → Y ∗. For optimal control problems in
which we are interested, B results from boundary value or initial-boundary value
problems for PDEs or systems of PDEs. Y is the state space with the norm ∥ · ∥Y ,
while U = X∗ denotes the control space with norm ∥ · ∥X∗ which describes the cost
of the control. In order to define an equivalent norm in X∗ we consider a linear
self-adjoint and elliptic operator A : X → X∗ satisfying

∥Ax∥X∗ ≤ cA2 ∥x∥X , ⟨Ax, x⟩X∗,X ≥ cA1 ∥x∥2X for all x ∈ X.

With this we define ∥x∥A =
√
⟨Ax, x⟩X∗,X and ∥u∥A−1 =

√
⟨A−1u, u⟩X,X∗ which

are equivalent norms in X and X∗, respectively.
We first consider an abstract tracking type optimal control problem with neither

state nor control constraints to find the minimizer (yϱ, uϱ) ∈ Y ×U of the functional

J (yϱ, uϱ) =
1

2
∥yϱ − y∥2HY

+
1

2
ϱ ∥uϱ∥2A−1 s.t. Byϱ = uϱ in U = X∗, (2.1)

where ϱ > 0 is the cost or regularization parameter on which the solution depends,
and y ∈ HY denotes the given target or desired state.

In the standard approach we consider the solution of the constraint equation
Byϱ = uϱ which defines the control-to-state map yϱ = B−1uϱ. With this we can
write the reduced cost functional as

Ĵ(uϱ) =
1

2
∥B−1uϱ − y∥2HY

+
1

2
ϱ ∥uϱ∥2A−1 ,

and its minimizer uϱ ∈ U = X∗ is given as the unique solution of the gradient
equation

B−1,∗(B−1uϱ − y) + ϱA−1uϱ = 0 in X.

Since B : Y → X∗ is an isomorphism, we can write the reduced cost functional as

J̃ (yϱ) =
1

2
∥yϱ − y∥2HY

+
1

2
ϱ ∥Byϱ∥2A−1 , (2.2)

and its minimizer yϱ ∈ Y is given as the unique solution of the gradient equation

yϱ + ϱB∗A−1Byϱ = y in Y ∗. (2.3)

The linear operator S := B∗A−1B : Y → Y ∗ is self-adjoint and elliptic, i.e.,

⟨Sy, y⟩Y ∗,Y ≥ cS1 ∥y∥2Y and ∥Sy∥Y ∗ ≤ cS2 ∥y∥Y for all y ∈ Y,

with cS1 = cA1 (c
B
1 /c

A
2 )

2 and cS2 = (cB2 )
2/cA1 ; see, e.g., [43, Lemma 1]. We note that,

for Byϱ = uϱ, we have

∥yϱ∥2S = ⟨Syϱ, yϱ⟩Y ∗,Y = ⟨A−1Byϱ, Byϱ⟩X,X∗ = ⟨A−1uϱ, uϱ⟩X,X∗ = ∥uϱ∥2A−1 .
(2.4)

Moreover, for the solution yϱ ∈ Y ⊂ HY of (2.3), we get

Syϱ =
1

ϱ
(y − yϱ) ∈ HY . (2.5)

Using (2.4), we can rewrite the reduced cost functional (2.2) in the form

J̃ (yϱ) =
1

2
∥yϱ − y∥2HY

+
1

2
ϱ ∥yϱ∥2S ,
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where the realization of ∥yϱ∥2S with S = B∗A−1B involves the inversion of A, which
in general may complicate the numerical implementation. Hence we may replace
∥yϱ∥2S by any equivalent but more easier computable norm ∥yϱ∥2D = ⟨Dyϱ, yϱ⟩Y ∗,Y

for some bounded and elliptic operator D : X → X∗, and satisfying the norm
equivalence inequalities

cD1 ∥y∥S ≤ ∥y∥D ≤ cD2 ∥y∥S for all y ∈ Y.

We now minimize

J̌ (yϱ) =
1

2
∥yϱ − y∥2HY

+
1

2
ϱ ∥yϱ∥2D, (2.6)

whose minimizer yϱ ∈ Y is given as the unique solution satisfying

⟨yϱ, y⟩HY
+ ϱ ⟨Dyϱ, y⟩Y ∗,Y = ⟨y, y⟩HY

for all y ∈ Y. (2.7)

For the unique solution yϱ ∈ Y of (2.7), and depending on the regularity of the
target y, we can state the following result for the regularization error ∥yϱ − y∥HY

.

Lemma 1. Let yϱ ∈ Y be the unique solution of the variational formulation (2.7).
For y ∈ HY there holds

∥yϱ∥HY
≤ ∥y∥HY

, ∥yϱ∥D ≤ ϱ−1/2 ∥y∥HY
, ∥yϱ − y∥HY

≤ ∥y∥HY
,

while for y ∈ Y we have

∥yϱ − y∥D ≤ ∥y∥D, ∥yϱ − y∥HY
≤ ϱ1/2 ∥y∥D, ∥yϱ∥D ≤ ∥y∥D.

If in addition Dy ∈ HY is satisfied for y ∈ Y ,

∥yϱ − y∥HY
≤ ϱ ∥Dy∥HY

, ∥yϱ − y∥D ≤ ϱ1/2 ∥Dy∥HY

follow.

Proof. For the particular test function y = yϱ ∈ Y we first have

⟨yϱ, yϱ⟩HY
+ ϱ ⟨Dyϱ, yϱ⟩Y ∗,Y = ⟨y, yϱ⟩HY

≤ ∥y∥HY
∥yϱ∥HY

,

i.e.,
∥yϱ∥HY

≤ ∥y∥HY
, ∥yϱ∥D ≤ ϱ−1/2 ∥y∥HY

.

Moreover, we also obtain

ϱ ∥yϱ∥2D = ϱ ⟨Dyϱ, yϱ⟩Y ∗,Y = ⟨y − yϱ, yϱ⟩HY
= ⟨y − yϱ, y⟩HY

− ⟨y − yϱ, y − yϱ⟩HY
,

which gives

∥yϱ − y∥2HY
+ ϱ ∥yϱ∥2D = ⟨y − yϱ, y⟩HY

≤ ∥y − yϱ∥HY
∥y∥HY

,

i.e.,
∥yϱ − y∥HY

≤ ∥y∥HY
.

When assuming y ∈ Y , we can choose y = y − yϱ ∈ Y as test function to conclude

∥y − yϱ∥2HY
= ⟨y − yϱ, y − yϱ⟩HY

= ϱ ⟨Dyϱ, y − yϱ⟩Y ∗,Y

= ϱ ⟨Dy, y − yϱ⟩Y ∗,Y − ϱ ⟨D(y − yϱ), y − yϱ⟩Y ∗,Y ,

i.e.,
∥yϱ − y∥2HY

+ ϱ ∥yϱ − y∥2D = ϱ ⟨Dy, y − yϱ⟩HY
≤ ϱ ∥y∥S∥yϱ − y∥D.
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Hence,
∥yϱ − y∥D ≤ ∥y∥D, ∥yϱ − y∥HY

≤ ϱ1/2 ∥y∥D.

On the other hand, we can also write

∥y − yϱ∥2HY
= ϱ ⟨Dyϱ, y − yϱ⟩Y ∗,Y = ϱ ⟨Dyϱ, y⟩Y ∗,Y − ϱ ⟨Dyϱ, yϱ⟩Y ∗,Y ,

i.e.,
∥y − yϱ∥2HY

+ ϱ ∥yϱ∥2D = ϱ ⟨Dyϱ, y⟩Y ∗,Y ≤ ϱ ∥yϱ∥D∥y∥D,

and hence,
∥yϱ∥D ≤ ∥y∥D.

Finally, if Dy ∈ HY ,

∥yϱ − y∥2HY
+ ϱ ∥yϱ − y∥2D = ϱ ⟨Dy, y − yϱ⟩Y ∗,Y ≤ ϱ ∥Dy∥HY

∥yϱ − y∥HY
,

i.e.,
∥yϱ − y∥HY

≤ ϱ ∥Dy∥HY
, ∥yϱ − y∥D ≤ ϱ1/2 ∥Dy∥HY

.

When using the results of Lemma 1 we obtain a bound for the costs ∥uϱ∥X∗ for the
control uϱ = Byϱ, depending on the regularity of the target y.

Corollary 1. From the gradient equation ϱDyϱ + yϱ = y, see (2.7), we obtain

∥Dyϱ∥HY
=

1

ϱ
∥y − yϱ∥HY

≤


ϱ−1 ∥y∥HY

for y ∈ HY ,

ϱ−1/2 ∥y∥D for y ∈ Y,
∥Dy∥HY

for y ∈ Y, Dy ∈ HY ,

as well as

∥uϱ∥A−1 = ∥yϱ∥S ≤
1

cD1
∥yϱ∥D ≤

1

cD1

{
ϱ−1/2 ∥y∥HY

for y ∈ HY ,

∥y∥D for y ∈ Y.

In particular, for y ∈ Y the costs ∥uϱ∥A−1 of the control uϱ = Byϱ are uniformly
bounded as ϱ → 0. Moreover, ∥yϱ − y∥HY

→ 0 as ϱ → 0 implies uϱ → u = By
in X∗ in this case. However, in the more interesting case y ̸∈ Y we conclude
By ̸∈ U = X∗, and ∥uϱ∥A−1 → ∞ as ϱ → 0. In this case we have to balance the
regularization error ∥yϱ − y∥HY

with the costs ∥uϱ∥A−1 of the control uϱ = Byϱ we
are willing to pay.

In particular for less regular target functions, e.g., y ∈ Y but Dy ̸∈ HY , or even
y ̸∈ Y , we may include the regularization parameter ϱ in the definition of the regu-
larization operator Dϱ : Y → Y ∗. Instead of (2.7) we then consider the variational
formulation to find yϱ ∈ Y such that

⟨yϱ, y⟩HY
+ ⟨Dϱyϱ, y⟩Y ∗,Y = ⟨y, y⟩HY

for all y ∈ Y. (2.8)

As in Lemma 1 we then conclude the regularization error estimates

∥yϱ − y∥HY
≤ ∥y∥HY

for y ∈ HY , ∥yϱ − y∥HY
≤ ∥y∥Dϱ

for y ∈ Y. (2.9)
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2.2 Galerkin discretization and error estimates

For the discretization of the variational problem (2.7) we introduce a conforming
finite-dimensional subspace Yh = span{φi}Mi=1 ⊂ Y spanned by the M = M(h)
basis functions φ1, . . . , φM . Here, h denotes some positive discretization parameter
such that h tends to zero when M = M(h) goes to infinity. For example, one can
think about h being the mesh-size in a finite element discretization as considered
in Section 3.

At this time we assume that for any y ∈ Y there exists a projection Phy ∈ Yh
satisfying

∥y − Phy∥HY
≤ c1 hα ∥y∥D, ∥y − Phy∥D ≤ c2 ∥y∥D , (2.10)

for some α > 0, and with positive constants c1, c2. Moreover, if Dy ∈ HY is satisfied
for y ∈ Y , we also assume, for some positive constants c3, c4,

∥y − Phy∥HY
≤ c3 h2α ∥Dy∥HY

, ∥y − Phy∥D ≤ c4 h
α ∥Dy∥HY

. (2.11)

The Galerkin discretization of the variational formulation (2.7) reads as follows:
Find the Galerkin approximation yϱh ∈ Yh to the state yϱ ∈ Y such that

⟨yϱh, yh⟩HY
+ ϱ ⟨Dyϱh, yh⟩Y ∗,Y = ⟨y, yh⟩HY

for all yh ∈ Yh. (2.12)

When using standard arguments, we conclude unique solvability of (2.12) as well
as Cea’s lemma,

∥yϱ − yϱh∥2HY
+ ϱ ∥yϱ − yϱh∥2D ≤ inf

yh∈Yh

[
∥yϱ − yh∥2HY

+ ϱ ∥yϱ − yh∥2D
]
, (2.13)

and using (2.10) for y = yϱ ∈ Y , this gives

∥yϱ − yϱh∥2HY
+ ϱ ∥yϱ − yϱh∥2D ≤

[
c21 h

2α + c2 ϱ
]
∥yϱ∥2D ≤ c h2α ∥yϱ∥2D, (2.14)

when choosing
ϱ = h2α . (2.15)

Otherwise, if the regularisation or cost parameter ϱ is fixed, we can not expect any
further convergence for small discretization parameters h satisfying h2α < ϱ.

However, depending on the regularity of the target y we can refine the error
estimate (2.13) as follows:

Lemma 2. Let yϱh ∈ Yh be the unique solution of the Galerkin variational problem
(2.12). Then there holds the error estimate, when choosing ϱ = h2α,

∥yϱ−yϱh∥2HY
+h2α ∥yϱ−yϱh∥2D ≤ c


∥y∥2HY

for y ∈ HY ,

h2α ∥y∥2D for y ∈ Y,

h4α ∥Dy∥2HY
for y ∈ Y, Dy ∈ HY .

(2.16)

Proof. For y ∈ HY , the estimate follows from Cea’s lemma (2.13) for the particular
test function vh = 0, and using Lemma 1 for y ∈ HY ,

∥yϱ − yϱh∥2HY
+ ϱ ∥yϱ − yϱh∥2D ≤ ∥yϱ∥2HY

+ ϱ ∥yϱ∥2D ≤ 2 ∥y∥2HY
.

For y ∈ Y , using (2.13), the triangle inequality, Lemma 1, and (2.10), we have

∥yϱ − yϱh∥2HY
+ ϱ ∥yϱ − yϱh∥2D ≤ inf

yh∈Yh

[
∥yϱ − yh∥2HY

+ ϱ ∥yϱ − yh∥2D
]

≤ 2 ∥yϱ − y∥2HY
+ 2 ϱ ∥yϱ − y∥2D + 2 inf

yh∈Yh

[
∥y − yh∥2HY

+ ϱ ∥y − yh∥2D
]

≤ 4 ϱ ∥y∥2D + 2
[
∥y − Phy∥2HY

+ ϱ ∥y − Phy∥2D
]

≤
[
2 c21 h

2α + ϱ (4 + c22)
]
∥y∥2D

= c h2α ∥y∥2D
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when choosing ϱ = h2α. If in addition Sy ∈ HY is satisfied, the proof of the third
estimate follows the same lines.

Since the Galerkin approximation yϱh to the state yϱ as solution of the minimization
problem (2.6) is an approximation of the desired target y, we are interested in
estimates for the related error yϱh − y in the HY norm.

Theorem 1. Let yϱh ∈ Yh be the unique solution of (2.12), and choose ϱ = h2α.
Then there hold the error estimates

∥yϱh − y∥HY
≤ c


∥y∥HY

for y ∈ HY ,

hα ∥y∥D for y ∈ Y,

h2α ∥Dy∥HY
for y ∈ Y, Dy ∈ HY .

(2.17)

When using space interpolation arguments, and assuming y ∈ [HY , Y ]|s for some
s ∈ [0, 1], we finally conclude the error estimate

∥yϱh − y∥HY
≤ c hαs ∥y∥[HY ,Y ]|s for y ∈ [HY , Y ]|s, s ∈ [0, 1]. (2.18)

2.3 Control recovering

When an approximate optimal state yϱh is known we can compute the associated
optimal control ũϱ = Byϱh ∈ U = X∗ and an approximate control ũϱh ∈ Uh via
post processing, where Uh = span{ψk}Nk=1 ⊂ U is a suitable ansatz space. For this
we consider the variational formulation to find ũϱh ∈ Uh such that

⟨ũϱh, xh⟩X∗,X = ⟨Byϱh, xh⟩X∗,X for all xh ∈ Xh, (2.19)

where Xh = span{ϕk}Nk=1 ⊂ X is a suitable test space. As in (2.10) we assume that
there exists a projection operator Πh : X → Xh satisfying the error estimate

∥x−Πhx∥X ≤ c hα ∥B∗x∥HY
. (2.20)

In order to ensure unique solvability of the Galerkin–Petrov variational formulation
(2.19) we need to assume the discrete inf-sup stability condition

cS ∥uh∥X∗ ≤ sup
0 ̸=xh∈Xh

⟨uh, xh⟩X∗,X

∥xh∥X
for all uh ∈ Uh. (2.21)

In addition to (2.19) we consider the variational formulation to find uϱh ∈ Uh such
that

⟨uϱh, xh⟩X∗,X = ⟨uϱ, xh⟩X∗,X = ⟨Byϱ, xh⟩X∗,X for all xh ∈ Xh,

and we conclude the perturbed Galerkin orthogonality

⟨uϱh − ũϱh, xh⟩X∗,X = ⟨B(yϱ − yϱh), xh⟩X∗,X for all xh ∈ Xh.

Moreover, using standard arguments, we conclude the error estimate

∥uϱ − uϱh∥X∗ ≤ 1

cS
inf

uh∈Uh

∥uϱ − uh∥X∗ ≤ 1

cS
∥uϱ∥X∗ =

1

cS
∥Byϱ∥X∗ ≤ cB2

cS
∥yϱ∥Y .
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Now, using the discrete inf-sup stability condition (2.21) as well as Cea’s lemma
(2.13) for yh = Phyϱ we obtain, choosing ϱ = h2α,

cS ∥uϱh − ũϱh∥X∗ ≤ sup
0̸=xh∈Xh

⟨uϱh − ũϱh, xh⟩X∗,X

∥xh∥X

= sup
0̸=xh∈Xh

⟨B(yϱ − yϱh), xh⟩X∗,X

∥xh∥X

≤ ∥B(yϱ − yϱh)∥X∗ ≤ cB2 ∥yϱ − yϱh∥Y ≤
cB2
cD1
∥yϱ − yϱh∥D

≤ cB2
cD1

√
1

ϱ
∥yϱ − Phyϱ∥2HY

+ ∥yϱ − Phyϱ∥2D

≤ cB2
cD1

√
1

ϱ
c21 h

2α ∥yϱ∥2D + c22 ∥yϱ∥2D = c ∥yϱ∥D .

Therefore,

∥uϱ − ũϱh∥X∗ ≤ ∥uϱ − uϱh∥X∗ + ∥uϱh − ũϱh∥X∗ ≤ c ∥yϱ∥D .

follows.

Lemma 3. Let the assumptions (2.20) and (2.21) hold true. Further, let yϱ ∈ Y
be the unique solution of the variational formulation (2.7), and let uϱ = Byϱ ∈
U = X∗ be the associated control. For yϱh ∈ Yh being the unique solution of the
Galerkin variational formulation (2.12) we compute ũϱh ∈ Uh as unique solution of
the Galerkin–Petrov variational formulation (2.19). For this approximate control
ũϱh ∈ Uh we obtain the associated state ỹϱ = B−1ũϱh. For y ∈ HY we then have
the error estimate

∥ỹϱ − y∥HY
≤ c ∥y∥HY

, (2.22)

while for y ∈ Y we have
∥ỹϱ − y∥HY

≤ c hα ∥y∥Y (2.23)

when choosing ϱ = h2α, and where α is given by the approximation property (2.10).

Proof. For any ψ ∈ HY ⊂ Y ∗ we first define xψ ∈ X as unique solution of the
operator equation B∗xψ = ψ. With this we obtain

∥ỹϱ − yϱ∥HY
= sup

0̸=ψ∈HY

⟨ỹϱ − yϱ, ψ⟩HY

∥ψ∥HY

= sup
0̸=ψ∈HY

⟨ỹϱ − yϱ, B∗xψ⟩HY

∥ψ∥HY

= sup
0̸=ψ∈HY

⟨Bỹϱ −Byϱ, xψ⟩X∗,X

∥ψ∥HY

= sup
0 ̸=ψ∈HY

⟨ũϱh − uϱ, xψ⟩X∗,X

∥ψ∥HY

= sup
0̸=ψ∈HY

⟨ũϱh − uϱ, xψ −Πhxψ⟩X∗,X + ⟨ũϱh − uϱ,Πhxψ⟩X∗,X

∥ψ∥X∗,X

= sup
0̸=ψ∈HY

⟨ũϱh − uϱ, xψ −Πhxψ⟩X∗,X + ⟨B(yϱh − yϱ),Πhxψ⟩X∗,X

∥ψ∥HY

.

With

⟨ũϱh − uϱ, xψ −Πhxψ⟩X∗,X ≤ ∥ũϱh − uϱ∥X∗∥xψ −Πhxψ∥X
≤ c hα ∥yϱ∥D∥B∗xψ∥HY

= c hα ∥yϱ∥D∥ψ∥HY
,
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and

⟨B(yϱh − yϱ),Πhxψ⟩X∗,X

= ⟨B(yϱh − yϱ),Πhxψ − xψ⟩X∗,X + ⟨B(yϱh − yϱ), xψ⟩X∗,X

≤ ∥B(yϱh − yϱ)∥X∗∥Πhxψ − xψ∥X + ⟨yϱh − yϱ, B∗xψ⟩HY

≤ cB2 ∥yϱh − yϱ∥Y c hα∥B∗xψ∥HY
+ ∥yϱh − yϱ∥HY

∥ψ∥HY

= c hα ∥yϱh − yϱ∥Y ∥ψ∥HY
+ ∥yϱh − yϱ∥HY

∥ψ∥HY

we conclude

∥ỹϱ − yϱ∥HY
≤ ∥yϱh − yϱ∥HY

+ c hα
[
∥yϱ∥D + ∥yϱ − yϱh∥D

]
,

and by the triangle inequality we have

∥ỹϱ − y∥HY
≤ ∥yϱ − y∥HY

+ ∥ỹϱ − yϱ∥HY
.

For y ∈ HY we finally conclude

∥ỹϱ − yϱ∥HY
≤ c

(
1 + hα ϱ−1/2

)
∥y∥HY

,

while for y ∈ Y we have

∥ỹϱ − yϱ∥HY
≤ c

(
hα + h2α ϱ−1/2

)
∥y∥D.

Now the assertion follows for ϱ = h2α.

Using (2.22) and (2.23), and as in (2.18) we can use space interpolation arguments
to derive the final result of this subsection.

Theorem 2. Let the discrete state yϱh ∈ Yh be the unique finite element solution of
the variational formulation (2.12) with ϱ = h2α, where we assume y ∈ [HY , Y ]|s for
some s ∈ [0, 1]. Let the discrete control ũϱh ∈ Uh be the unique solution of (2.19).
For the resulting state ỹϱ = Bũϱh ∈ Y we then have the error estimate

∥ỹϱ − y∥HY
≤ c hαs ∥y∥[HY ,Y ]|s . (2.24)

The former estimate relates the resulting state to the target, showing the accuracy
of the method. In addition it is important to control the costs. Therefore we need
to have a computable bound for ∥ũϱh∥X∗ .

Lemma 4. Let ũϱh ∈ Uh be the unique solution of (2.19), and let (2.21) hold true.
Then

∥ũϱh∥X∗ ≤ c ∥yϱh∥D.
If, in addition, the discrete inf-sup stability

c̃S ∥yh∥D ≤ sup
0 ̸=xh∈Xh

⟨Byh, xh⟩X∗,X

∥xh∥X
, ∀yh ∈ Yh, (2.25)

holds, then
∥yϱh∥D ≤ c̃S ∥ũϱh∥X∗ .

Proof. We compute, using (2.21) and (2.19)

cS ∥ũϱh∥X∗ ≤ sup
0̸=xh∈Xh

⟨ũϱh, xh⟩X∗,X

∥xh∥X
= sup

0 ̸=xh∈Xh

⟨Byϱh, xh⟩X∗,X

∥xh∥X
≤ c ∥yϱh∥D.

The second estimate follows the same lines, using (2.25) and (2.19), i.e.,

c̃S∥yϱh∥D ≤ sup
0̸=xh∈Xh

⟨Byϱh, xh⟩X∗,X

∥xh∥X
= sup

0̸=xh∈Xh

⟨ũϱh, xh⟩X∗,X

∥xh∥X
≤ ∥ũϱh∥X∗ .
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The last question to be answered is: How well does ∥ũϱh∥X∗ approximate the actual
cost ∥uϱ∥X∗? To deliver a satisfactory response, let us introduce the projection
Qh : HX → Xh defined as

⟨Qhu, xh⟩HX
= ⟨u, xh⟩HX

, ∀xh ∈ Xh

and let us make the following assumptions:

i. dim(Uh) = dim(Xh) and Qh : Uh → Xh is uniformly bounded from below,
i.e.,

∥Qhuh∥HX
≥ cQ∥uh∥HX

, ∀uh ∈ Uh.

Then, Qh admits a bounded inverse Q−1
h : Xh → Uh with ∥Q−1

h ∥ ≤ c
−1
Q .

ii. The projection operator Πh : X → Xh satisfies

∥x−Πhx∥HX
≤ c h2α ∥x∥D, ∀x ∈ X for some α > 0.

iii. There holds an inverse inequality

∥xh∥D ≤ cI h
−α ∥xh∥HX

, ∀xh ∈ Xh for some α > 0. (2.26)

iv. If Dyϱ ∈ HY then uϱ = Byϱ ∈ HX and there holds the estimate

∥Dyϱ∥HY
≤ c ∥uϱ∥HX

. (2.27)

Then we can prove the following estimate.

Theorem 3. For arbitrary but fixed ϱ > 0 let uϱ = Byϱ ∈ HX and let ũϱh ∈ Uh be
the unique solution of (2.19). Then,

∥uϱ − ũϱh∥X∗ ≤ c hα ∥uϱ∥HX
for some α > 0.

Proof. By assumption iv., Dyϱ ∈ HY , and using Cea’s lemma (2.13) and (2.27) we
get

∥yϱ − yϱh∥D ≤
(
c4h

2α + c3
h4α

ϱ

)1/2

∥Dyϱ∥HY
≤ c hα

(
c4 + c3

h2α

ϱ

)1/2

∥uϱ∥HX
.

(2.28)
Further, it holds that

∥uϱ − ũϱh∥X∗ = sup
0 ̸=x∈X

⟨uϱ − ũϱh, x⟩X∗,X

∥x∥X

= sup
0̸=x∈X

(
⟨uϱ − ũϱh, x−Πhx⟩X∗,X

∥x∥X
+
⟨uϱ − ũϱh,Πhx⟩X∗,X

∥x∥X

)
.

For the second term we can estimate, using (2.28),

⟨uϱ − ũϱh,Πhx⟩X∗,X = ⟨B(yϱ − yϱh),Πhx⟩X∗,X ≤ ∥yϱ − yϱh∥D∥Πhx∥D

≤ c ∥yϱ − yϱh∥D∥x∥D ≤ c hα
(
c4 + c3

h2α

ϱ

)1/2

∥uϱ∥HX
∥x∥X .

For the first term we have

⟨uϱ − ũϱh, x−Πhx⟩X∗,X ≤ ∥uϱ − ũϱh∥HX
∥x−Πhx∥HX

≤ chα∥uϱ − ũϱh∥HX
∥x∥X ,

and further
∥uϱ − ũϱh∥HX

≤ c
(
∥uϱ∥HX

+ ∥ũϱh∥HX

)
.
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So, it remains to bound
∥ũϱh∥HX

≤ c ∥uϱ∥HX
.

Therefore, we first consider the case Uh = Xh and estimate, using (2.19), (2.28)
and the inverse inequality (2.26),

∥ũϱh∥2HX
= ⟨ũϱh, ũϱh⟩HX

= ⟨Byϱh, ũϱh⟩HX
= ⟨B(yϱh − yϱ), ũϱh⟩HX

+ ⟨uϱ, ũϱh⟩HX

≤ ∥yϱ − yϱh∥D∥ũϱh∥D + ∥uϱ∥HX
∥ũϱh∥HX

≤ c hα
(
c4 + c3

h2α

ϱ

)
∥uϱ∥HX

cIh
−α∥ũϱh∥HX

+ ∥uϱ∥HX
∥ũϱh∥HX

≤ c ∥uϱ∥HX
∥ũϱh∥HX

.

Now, if Uh ̸= Xh, we we define ûϱh = Qhũϱh ∈ Xh, which satisfies

⟨ûϱh, xh⟩HX
= ⟨Qhũϱh, xh⟩HX

= ⟨ũϱh, xh⟩X∗,X = ⟨Byϱh, xh⟩X∗,X , ∀xh ∈ Xh.

Recalling, that Qh : Uh → Xh is boundedly invertible and ũϱh = Q−1
h ûϱh, we have

∥ũϱh∥HX
= ∥Q−1

h ûϱh∥HX
≤ ∥Q−1

h ∥∥ûϱh∥HX
≤ c−1

Q ∥uϱ∥HX
.

Thus, we can replace ũϱh by ûϱh in the above derivation, which finishes the proof.

2.4 Solvers and their use in nested iteration

Once the basis is chosen, the Galerkin variational formulation (2.12) is equivalent to
the following spd linear system of algebraic equations: Find yϱh = (y1, . . . , yM )⊤ ∈
RM solving the spd system

(Mh + ϱDh)yϱh = yh, (2.29)

where Mh = (⟨φj , φi⟩HY
)i,j=1,...,M and Dh = (⟨Dφj , φi⟩HY

)i,j=1,...,M are M ×M
spd matrices, while the vector yh = (⟨y, φi⟩HY

)i=1,...,M ∈ RM is defined by the
given target y ∈ HY . Thus, the solution yϱh = (y1, . . . , yM )⊤ ∈ RM of (2.29)

provides the coefficients for the Galerkin solution yϱh =
∑M
j=1 yjφj ∈ Yh ⊂ Y of

(2.12) via Galerkin’s isomorphism yϱh ↔ yϱh.
Let us choose the optimal regularization parameter ϱ = h2α, and let Ch be an

asymptotically optimal spd preconditioner for the spd system matrix Mh+ϱDh of
(2.29), i.e. there are positive, h respectively Mh independent spectral constants c1
and c2 such that the spectral equivalence inequalities

c1 Ch ≤ Sϱh = Mh + ϱDh ≤ c2 Ch (2.30)

hold, and the actionC−1
h rh is of asymptotically optimal algebraic complexityO(Mh),

where the best spectral constants c1 and c2 can be characterized by the minimal
eigenvalue λmin(C

−1
h Sϱh) and the maximal eigenvalue λmax(C

−1
h Sϱh) of C−1

h Sϱh,
respectively. Then the algebraic system (2.29) can be solved by the pcg method
to a given relative accuracy ε ∈ (0, 1) in the Sϱh energy norm with asymptotically
optimal algebraic complexity O(Mh) provided that the multiplication of the sys-
tem matrix Sϱh with a vector is of asymptotically optimal complexity too. More
precisely, after n pcg iterations, we get the iteration error estimate

∥yϱh − ynϱh∥Sϱh
≤ qn ∥yϱh − y0

ϱh∥Sϱh
, (2.31)

in the Sϱh energy norm ∥ · ∥Sϱh
= (Sϱh·, ·)1/2, where yϱh, ynϱh, and y0

ϱh denote
the exact solution of (2.29), the nth pcg iterate, and the initial guess, respectively.
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The reduction factor qn after n pcg iterations is given by qn = 2qn/(1 + q2n) with
q = ((cond2(C

−1
h Sϱh))

1/2−1)/((cond2(C−1
h Sϱh))

1/2+1) < 1 and cond2(C
−1
h Sϱh) =

λmax(C
−1
h Sϱh)/λmin(C

−1
h Sϱh) ≤ c2/c1. The proofs of these well-known results on

pcg can be found in the standard literature; see, e.g., [26, Chapter 10], or [60,
Chapter 13].

The Petrov–Galerkin scheme (2.19) allows us to recover the control ũϱh ∈ Uh
from the computed state yϱh ∈ Yh. Determining the solution ũϱh =

∑N
j=1 ujψj

of the Petrov–Galerkin scheme (2.19) is equivalent to the solution of the following
system of algebraic equations: Find the coefficient vector ũϱh = (u1, . . . , uN )⊤ ∈ RN
such that

Mhũϱh = Bhyϱh (2.32)

where Mh = (⟨ψj , ϕi⟩HX
)i,j=1,...,N and Bh = (⟨Bφj , ϕi⟩HX

)i=1,...,M ; j=1,...,N are
N × N and M × N matrices, respectively. Due to the discrete inf-sup condition
(2.21), the N × N matrix Mh is always regular, but in general neither symmetric
nor positive definite. If we would choose Uh = Xh = span{ϕk}Nk=1 ⊂ X, then Mh

is spd as Gram matrix, but then the computed control is in general too smooth.
Nonetheless, in our application presented in Section 3, we can choose different spaces
Uh and Xh such that the inf-sup condition (2.21) is satisfied and Mh is spd at the
same time. Then system (2.32) can efficiently be solved by pcg.

In practice, these solvers should be used within a nested iteration procedure
on a sequence of refined finite dimensional spaces with growing dimensions M1 <
· · · < Mℓ < · · · < ML respectively N1 < · · · < Nℓ < · · · < NL related to shrinking
discretization parameters (mesh sizes) h1 > · · · > hℓ > · · · > hL such that hL goes
to zero andML, NL go to infinity as L tends to infinity. At some h = hℓ, this nested
iteration should produce

• a control ũϱh such that ∥ũϱh∥U = ∥ũϱh∥A−1 < ccost, and

• the corresponding state ỹϱ = B−1ũϱh satisfying ∥ỹϱ − y∥HY
≤ ε ∥y∥[HY ,Y ]|s

in asymptotically optimal arithmetical complexity O(Mh) with a given “budget”
ccost > 0 and given accuracy ε = 10−p < 1, where ϱ = h2α. We note that the control
ũϱh will be recovered from the computed state yϱh, and ỹϱ = B−1ũϱh satisfies the
estimate (2.24). So, for sufficiently small h, we have chαs ≤ ε. We further note that,
in practice, yϱh ↔ yϱh and ũϱh ↔ ũϱh will be computed by solving the algebraic
systems (2.29) and (2.32), respectively.

Algorithm 1 summarizes the accuracy and cost controlled nested iteration pro-
cedure described above. The subindex ℓ always indicates the refinement level, i.e.
Mℓ stands for Mhℓ

, Kℓ for Kϱ,hℓ
with ϱ = h2αℓ etc. For ℓ = 1, systems (2.29) and

(2.32) can be solved directly as indicated in the comments at lines 7 and 8, but their
iterative solution starting with zero initial guesses is also possible provided that ap-
propriate preconditioners C1 and C1 are available. Since good initial guesses are
available for ℓ = 2, · · · , L, the algebraic systems (2.29) and (2.32) should be solved
by preconditioned iterative methods with appropriate preconditioners Cℓ and Cℓ.
In Subsection 3.6, we show that pcg can be used not only for solving (2.29) but also
(2.32) with simple diagonal preconditioners Cℓ and Cℓ obtained from lumping the
corresponding mass matrices Mℓ and Mℓ.

Remark 1. The energy cost ∥ũℓ∥2U=X∗ = ∥ũℓ∥2A−1 = ⟨A−1ũℓ, ũℓ⟩X,X∗ in Line 16
of Algorithm 1 is in general not computable exactly, but we can efficiently compute
a good upper bound as follows:

∥ũℓ∥2U = ⟨w, ũℓ⟩X,X∗ = ⟨w, ũℓ⟩HX
≤ ∥w∥HX

∥ũℓ∥HX
≤ c2F ∥ũℓ∥2HX

, (2.33)

where we used that w = A−1ũℓ ∈ X solves the variational equation

⟨Aw, v⟩X∗,X = ⟨ũℓ, v⟩X∗,X = ⟨ũℓ, v⟩HX
∀v ∈ X ⊂ HX ,
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Algorithm 1: Accuracy and cost controlled nested iteration.

1 for ℓ = 1, . . . , L do
2 Generate Mℓ, Dℓ, yℓ /* (2.29) */

3 ϱℓ ← h2αℓ /* optimal regularization */

4 Sℓ ←Mℓ + ϱDℓ /* (2.29) */

5 Generate Mℓ, Bℓ /* (2.32) */

6 if ℓ = 1 then
7 yℓ ← S−1

ℓ yℓ /* solve (2.29) directly */

8 ũℓ ←M
−1

ℓ Bℓyℓ /* solve (2.32) directly */

9 else
10 yℓ ← Iℓℓ−1yℓ−1 /* prolongation of the state */

/* as initial guess for the iteration */

11 yℓ ← S−1
ℓ yℓ /* solve (2.29) iteratively */

12 ũℓ ← Iℓℓ−1ũℓ−1 /* prolongation of the control */

/* as initial guess for the iteration */

13 ũℓ ←M
−1

ℓ Bℓyℓ /* solve (2.32) iteratively */

14 end if
15 eℓ ← ∥yℓ − yℓ∥Mℓ

= ∥yℓ − yℓ∥HY
/* discretization error */

16 cℓ = ∥ũℓ∥2U /* energy cost of the control */

17 if cℓ > ccost then
18 STOP and return cℓ, ũℓ, eℓ,yℓ /* cost test */

19 end if
20 if eℓ ≤ ε ∥yℓ∥HY

then
21 STOP and return cℓ, ũℓ, eℓ,yℓ /* accuracy test */

22 end if

23 end for
24 return cL,yL, eL,yL

∥w∥HX
≤ cF ∥w∥A (abstract Friedrichs’ inequality), and ∥w∥A ≤ cF ∥ũℓ∥HX

. Thus,

we can replace cℓ = ∥ũℓ∥2U by the easily computable cost cℓ = ∥ũℓ∥2HX
= (M̂ℓũℓ, ũℓ)

in Line 16, and cℓ > ccost by cℓ > ccost/c
2
F in Line 17, where M̂ℓ denotes the spd mass

matrix in HX . In particular, for the HX-regularization (A = I) , which corresponds

to the L2-regularization in the applications, the cost cℓ = ∥ũℓ∥2U=HX
= (M̂ℓũℓ, ũℓ)

of the control can be calculated directly. We note that we can also use the bound
∥yϱh∥D from Lemma 4 without recovering the control ũϱh at the nested levels.

2.5 Constraints

To include additional constraints, e.g., on the control uϱ or on the state yϱ, we now
consider the minimization of the reduced cost functional (2.6) over a non-empty,
convex and closed subset K ⊂ Y , where we assume 0 ∈ K to be satisfied. The
minimizer yϱ ∈ K satisfying

J̌ (yϱ) = min
y∈K
J̌ (y)

is determined as the unique solution yϱ ∈ K of the first kind variational inequality

⟨yϱ, y − yϱ⟩HY
+ ϱ ⟨Dyϱ, y − yϱ⟩Y ∗,Y ≥ ⟨y, y − yϱ⟩HY

for all y ∈ K. (2.34)

As in Lemma 1 we can state the following result on the error ∥yϱ − y∥HY
.
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Lemma 5. Let yϱ ∈ K be the unique solution of the variational inequality (2.34).
For y ∈ HY there holds

∥yϱ − y∥HY
≤ ∥y∥HY

, ∥yϱ∥D ≤ ϱ−1/2 ∥y∥HY
,

while for y ∈ K we have

∥yϱ − y∥S ≤ ∥y∥D, ∥yϱ − y∥HY
≤ ϱ1/2 ∥y∥D, ∥yϱ∥D ≤ ∥y∥D.

If in addition Dy ∈ HY is satisfied for y ∈ K, then the estimates

∥yϱ − y∥HY
≤ ϱ ∥Dy∥HY

and ∥yϱ − y∥D ≤ ϱ1/2 ∥Dy∥HY

follows.

Proof. From the variational inequality (2.34) we obviously have

ϱ ⟨Dyϱ, y − yϱ⟩Y ∗,Y ≥ ⟨y − yϱ, y − yϱ⟩HY
∀v ∈ K.

In particular for y = 0 ∈ K this gives

ϱ ⟨Dyϱ, yϱ⟩Y ∗,Y + ∥y − yϱ∥2HY
≤ ⟨y − yϱ, y⟩HY

≤ ∥y − yϱ∥HY
∥y∥HY

,

i.e.,
∥yϱ − y∥HY

≤ ∥y∥HY
, ∥yϱ∥D ≤ ϱ−1/2 ∥y∥HY

.

When assuming y ∈ K we can consider y = y to obtain

∥yϱ − y∥2HY
+ ϱ ∥yϱ − y∥2D ≤ ϱ ⟨Dy, y − yϱ⟩Y,Y ∗ ≤ ϱ ∥y∥D∥yϱ − y∥D,

i.e.,
∥yϱ − y∥D ≤ ∥y∥D, ∥yϱ − y∥HY

≤ ϱ1/2 ∥y∥D .

For y = y ∈ K we can write (2.34) also as

∥yϱ − y∥2HY
+ ϱ ∥yϱ∥2D ≤ ϱ ⟨Dyϱ, y⟩HY

≤ ϱ ∥yϱ∥D∥y∥D,

i.e.,
∥yϱ∥D ≤ ∥y∥D.

Finally, if Dy ∈ HY for y ∈ K, then

∥yϱ − y∥2HY
+ ϱ ∥yϱ − y∥2D ≤ ϱ ⟨Dy, y − yϱ⟩Y ∗,Y ≤ ϱ ∥Dy∥HY

∥yϱ − y∥HY
,

implying
∥yϱ − y∥HY

≤ ϱ ∥Dy∥HY
, ∥yϱ − y∥D ≤ ϱ1/2 ∥Dy∥HY

.

Note that the results of Lemma 5 correspond to the results of Lemma 1 when no
constraints are considered.

As in the unconstrained case, let Yh = span{φi}Mi=1 ⊂ Y be a conforming ansatz
space, and let Kh ⊂ Yh be some non-empty, convex and closed set being an appro-
priate approximation of K. Then we consider the Galerkin variational inequality of
(2.34) to find yϱh ∈ Kh such that

⟨yϱh, yh − yϱh⟩HY
+ ϱ ⟨Dyϱh, yh − yϱh⟩Y ∗,Y ≥ ⟨y, yh − yϱh⟩HY

(2.35)

is satisfied for all yh ∈ Kh, which is obviously equivalent to

⟨y − yϱh, yh − yϱh⟩HY
− ϱ ⟨Dyϱh, yh − yϱh⟩Y ∗,Y ≤ 0 for all yh ∈ Kh.

Following [14] we can prove the following a priori error estimate:

18



Lemma 6. For yϱ ∈ K and yϱh ∈ Kh being the unique solutions of the variational
inequalities (2.34) and (2.35), respectively, there holds the error estimate

∥yϱ − yϱh∥2HY
+ 2 ϱ ∥yϱ − yϱh∥2D

≤ 2 inf
yh∈Kh

[
3 ∥yϱ − yh∥2HY

+ ϱ ∥yϱ − yh∥2D
]
+ 4 ∥ϱDyϱ + yϱ − y∥2HY

.

Proof. For arbitrary yh ∈ Kh,

∥yϱ − yϱh∥2HY
+ ϱ ∥yϱ − yϱh∥2D

= ⟨yϱ − yϱh, yϱ − yϱh⟩HY
+ ϱ ⟨D(yϱ − yϱh), yϱ − yϱh⟩Y ∗,Y

= ⟨yϱ − yϱh, yϱ − yh⟩HY
+ ϱ ⟨D(yϱ − yϱh), yϱ − yh⟩Y ∗,Y

+⟨yϱ − yϱh, yh − yϱh⟩HY
+ ϱ ⟨D(yϱ − yϱh), yh − yϱh⟩Y ∗,Y

= ⟨yϱ − yϱh, yϱ − yh⟩HY
+ ϱ ⟨D(yϱ − yϱh), yϱ − yh⟩Y ∗,Y

+⟨y − yϱh, yh − yϱh⟩HY
− ϱ ⟨Dyϱh, yh − yϱh⟩Y ∗,Y

+⟨yϱ − y, yh − yϱh⟩HY
+ ϱ ⟨Dyϱ, yh − yϱh⟩Y ∗,Y

≤ ⟨yϱ − yϱh, yϱ − yh⟩HY
+ ϱ ⟨D(yϱ − yϱh), yϱ − yh⟩Y ∗,Y

+⟨yϱ − y, yh − yϱh⟩HY
+ ϱ ⟨Dyϱ, yh − yϱh⟩Y ∗,Y

= ⟨yϱ − yϱh, yϱ − yh⟩HY
+ ϱ ⟨D(yϱ − yϱh), yϱ − yh⟩Y ∗,Y

+⟨ϱDyϱ + yϱ − y, yh − yϱh⟩Y ∗,Y

≤ ∥yϱ − yϱh∥HY
∥yϱ − yh∥HY

+ ϱ ∥yϱ − yϱh∥D∥yϱ − yh∥D
+∥ϱDyϱ + yϱ − y∥HY

∥yh − yϱh∥HY
.

When using Young’s inequality, we further have

∥yϱ − yϱh∥2HY
+ ϱ ∥yϱ − yϱh∥2D

≤ 1

4
∥yϱ − yϱh∥2HY

+ ∥yϱ − yh∥2HY
+

1

2
ϱ ∥yϱ − yϱh∥2D +

1

2
ϱ ∥yϱ − yh∥2D

+∥ϱDyϱ + yϱ − y∥2HY
+

1

4
∥yh − yϱh∥2HY

≤ 1

4
∥yϱ − yϱh∥2HY

+ ∥yϱ − yh∥2HY
+

1

2
ϱ ∥yϱ − yϱh∥2D +

1

2
ϱ ∥yϱ − yh∥2D

+∥ϱDyϱ + yϱ − y∥2HY
+

1

2
∥yh − yϱ∥2HY

+
1

2
∥yϱ − yϱh∥2HY

,

i.e.,

1

4
∥yϱ − yϱh∥2HY

+
1

2
ϱ ∥yϱ − yϱh∥2D

≤ 3

2
∥yϱ − yh∥2HY

+
1

2
ϱ ∥yϱ − yh∥2D + ∥ϱDyϱ + yϱ − y∥2HY

.

This gives the assertion.

3 Distributed control of the Poisson equation

In this section, we will describe the application of the abstract theory to the solution
of distributed control problems for the Poisson equation, considering the control
either in L2(Ω) or inH−1(Ω), and using either a constant or a variable regularization
parameter ϱ.
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3.1 H−1 regularization

First we consider the distributed optimal control problem to minimize

J (yϱ, uϱ) =
1

2
∥yϱ − y∥2L2(Ω) +

1

2
ϱ ∥uϱ∥2H−1(Ω) (3.1)

subject to the Dirichlet boundary value problem for the Poisson equation,

−∆yϱ = uϱ in Ω, yϱ = 0 on ∂Ω. (3.2)

We assume that Ω ⊂ Rd, d = 1, 2, 3, is a bounded domain with either smooth
boundary ∂Ω, or convex. The standard variational formulation of the Dirichlet
boundary value problem (3.2) is to find yϱ ∈ H1

0 (Ω) such that∫
Ω

∇yϱ(x) · ∇y(x) dx = ⟨uϱ, y⟩Ω (3.3)

is satisfied for all v ∈ H1
0 (Ω). The variational formulation (3.3) admits a unique

solution yϱ ∈ Y := H1
0 (Ω) when assuming uϱ ∈ U := H−1(Ω) = X∗ = [H1

0 (Ω)]
∗,

i.e., X = H1
0 (Ω), and HX = HY = L2(Ω). When using the norm ∥y∥Y = ∥∇y∥L2(Ω)

we easily conclude the abstract assumptions for A = B = −∆ : H1
0 (Ω) → H−1(Ω)

with cA1 = cB1 = cA2 = cB2 = 1. Moreover, S = B∗A−1B = −∆ : H1
0 (Ω) → H−1(Ω)

with cS1 = cS2 = 1. Hence we can rewrite the abstract variational formulation (2.7)
to find yϱ ∈ H1

0 (Ω) such that

⟨yϱ, y⟩L2(Ω) + ϱ ⟨∇yϱ,∇y⟩L2(Ω) = ⟨y, y⟩L2(Ω) (3.4)

is satisfied for all y ∈ H1
0 (Ω). Note that, in fluid mechanics, the variational problem

(3.4) is known as differential filter; see, e.g., [34]. The results of Lemma 1 now read

∥yϱ − y∥L2(Ω) ≤


∥y∥L2(Ω) if y ∈ L2(Ω),

ϱ1/2 ∥∇y∥L2(Ω) if y ∈ H1
0 (Ω),

ϱ ∥∆y∥L2(Ω) if y ∈ H1
0 (Ω,∆),

where we have used H1
0 (Ω,∆) := {y ∈ H1

0 (Ω) : ∆y ∈ L2(Ω)}. Moreover,

∥∇(yϱ − y)∥L2(Ω) ≤

{
∥∇y∥L2(Ω) if y ∈ H1

0 (Ω),

ϱ1/2 ∥∆y∥L2(Ω) if y ∈ H1
0 (Ω,∆).

For the discretization of the variational formulation (3.4) we introduce the standard
finite element space Yh = span{φi}Mi=1 ⊂ Y = H1

0 (Ω) of piecewise linear continuous
basis functions φi which are defined with respect to an admissible decomposition
Th of Ω into simplicial shape regular finite elements τ of local mesh size hτ , and
h = maxτ∈Th

hτ . For y ∈ Y = H1
0 (Ω) let Phy ∈ Yh be the unique solution of the

variational formulation satisfying∫
Ω

∇Phy · ∇zh dx =

∫
Ω

∇y · ∇zh dx for all zh ∈ Yh.

When using standard finite element error estimates we immediately have

∥∇(y − Phy)∥L2(Ω) ≤ ∥∇y∥L2(Ω) for y ∈ H1
0 (Ω),

and

∥∇(y − Phy)∥L2(Ω) ≤ c h |y|H2(Ω) ≤ c h ∥∆y∥L2(Ω) for y ∈ H1
0 (Ω,∆),
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where for the last inequality we need that Ω is either smoothly bounded or convex,
as assumed. In this case, and using the Aubin–Nitsche trick, we also have the error
estimates

∥y − Phy∥L2(Ω) ≤ c h ∥∇y∥L2(Ω), ∥y − Phy∥L2(Ω) ≤ c h2 ∥∆y∥L2(Ω).

Hence we have established the abstract assumptions (2.10) and (2.11), with α = 1,
implying the optimal choice ϱ = h2. The finite element variational formulation of
(3.4) reads to find yϱh ∈ Yh such that

⟨yϱh, yh⟩L2(Ω) + ϱ ⟨∇yϱh,∇yh⟩L2(Ω) = ⟨y, yh⟩L2(Ω) (3.5)

is satisfied for all yh ∈ Yh. For the choice ϱ = h2, the error estimates (2.17) read

∥yϱh − y∥L2(Ω) ≤ c


∥y∥L2(Ω) for y ∈ L2(Ω),

h ∥∇y∥L2(Ω) for y ∈ H1
0 (Ω),

h2 ∥∆y∥L2(Ω) for y ∈ H1
0 (Ω,∆) = H1

0 (Ω) ∩H2(Ω).

Finally, for s ∈ [0, 1] we define the interpolation space Hs
0(Ω) = [L2(Ω), H1

0 (Ω)]|s,
and when assuming y ∈ Hs

0(Ω) the error estimate (2.24) reads

∥yϱh − y∥L2(Ω) ≤ c hs ∥y∥Hs
0 (Ω). (3.6)

Once the basis is chosen, the finite element scheme (3.5) is equivalent to the linear
system of algebraic equations

(Mh + ϱKh)yϱh = yh, (3.7)

where the mass and stiffness matrices are defined via their entries

Mh[j, i] =

∫
Ω

φi(x)φj(x) dx and Kh[j, i] =

∫
Ω

φi(x)φj(x) dx

for i, j = 1, . . . ,M , and the source vector yh via its coefficients

yj =

∫
Ω

y(x)φj(x) dx for j = 1, . . . ,M.

3.2 Variable H−1 regularization

Instead of the variational formulation (3.4) with a constant regularization parameter
ϱ, we now consider a variational formulation with a suitable regularization function
ϱ(x), x ∈ Ω. For a given decomposition Th of Ω into finite elements τ of local mesh
size hτ , we define the mesh dependent regularization function

ϱh(x) = h2τ for x ∈ τ,

and the mesh dependent norm

∥y∥2H1
0 (Ω),ϱh

:=

∫
Ω

ϱh(x) |∇y(x)|2 dx for y ∈ H1
0 (Ω).

Then we consider the variational formulation to find yϱh ∈ H1
0 (Ω) such that∫

Ω

yϱh(x)y(x) dx+

∫
Ω

ϱh(x)∇yϱh(x) · ∇y(x) dx =

∫
Ω

y(x)y(x) dx (3.8)

is satisfied for all y ∈ H1
0 (Ω).
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As in Lemma 1 we conclude the regularization error estimates

∥yϱh − y∥L2(Ω) ≤ ∥y∥L2(Ω), ∥yϱh∥L2(Ω) ≤ ∥y∥L2(Ω), ∥yϱh∥H1
0 (Ω),ϱh ≤ ∥y∥L2(Ω)

for y ∈ L2(Ω), and

∥yϱh − y∥H1
0 (Ω),ϱh ≤ ∥y∥H1

0 (Ω),ϱh , ∥yϱh − y∥L2(Ω) ≤ ∥y∥H1
0 (Ω),ϱh ,

as well as
∥yϱh∥H1

0 (Ω),ϱh ≤ ∥y∥H1
0 (Ω),ϱh

for y ∈ H1
0 (Ω).

The finite element discretization of (3.8) reads to find yϱhh ∈ Yh such that∫
Ω

yϱhh(x)yh(x) dx+

∫
Ω

ϱh(x)∇yϱhh(x) · ∇yh(x) dx =

∫
Ω

y(x)yh(x) dx (3.9)

is satisfied for all yh ∈ Yh. In this case, Cea’s lemma (2.13) reads

∥yϱh − yϱh,h∥2L2(Ω) + ∥yϱh − yϱh,h∥
2
H1

0 (Ω),ϱh

≤ inf
yh∈Yh

[
∥yϱh − yh∥2L2(Ω) + ∥yϱh − yh∥

2
H1

0 (Ω),ϱh

]
,

and when choosing yh ≡ 0 this gives

∥yϱh − yϱh,h∥L2(Ω) ≤
√
2 ∥y∥L2(Ω) for y ∈ L2(Ω).

Moreover, when considering some quasi-interpolation yh = Phyϱh we obtain the
error estimate

∥yϱh − yϱhh∥L2(Ω) ≤ c ∥y∥H1
0 (Ω),ϱh = c

(∑
τ⊂Th

h2τ ∥∇y∥2L2(τ)

)1/2

for y ∈ H1
0 (Ω).

When combining these results with the regularization error estimates, we finally
obtain

∥yϱhh − y∥L2(Ω) ≤ c ∥y∥L2(Ω), ∥yϱhh − y∥L2(Ω) ≤ c

(∑
τ⊂Th

h2τ ∥∇y∥2L2(τ)

)1/2

.

Instead of (3.7), we now conclude the linear system

(Mh +Kϱhh)yϱh = yh (3.10)

from the finite element scheme (3.9), where the entries of the diffusion type stiffness
matrix Kϱhh are now given by

Kϱhh[j, i] =

∫
Ω

ϱh(x)∇φi(x) · ∇φj(x) dx, i, j = 1, . . . ,M.

3.3 L2 regularization

Instead of (3.1) we now consider the optimal control problem to minimize

J (yϱ, uϱ) =
1

2
∥yϱ − y∥2L2(Ω) +

1

2
ϱ ∥uϱ∥2L2(Ω) (3.11)

subject to the Dirichlet boundary value problem (3.2) where we now consider the
source term uϱ ∈ U = X∗ = L2(Ω), i.e., X = L2(Ω). For the solution yϱ of
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(3.2) we therefore have Y = H1
0 (Ω,∆) := {y ∈ H1

0 (Ω) : ∆y ∈ L2(Ω)}, with norm
∥y∥H1

0 (Ω,∆) = ∥∆y∥L2(Ω). Using B = −∆ : H1
0 (Ω,∆)→ L2(Ω), we therefore have

∥By∥L2(Ω) = ∥∆y∥L2(Ω) = ∥y∥H1
0 (Ω,∆)

for all 0 ̸= y ∈ H1
0 (Ω,∆), and

∥y∥Y=H1
0 (Ω,∆) = ∥∆y∥L2(Ω) =

⟨−∆y,−∆y⟩L2(Ω)

∥∆y∥L2(Ω)
≤ sup

0̸=q∈L2(Ω)

⟨−∆y, q⟩L2(Ω)

∥q∥L2(Ω)
,

i.e., cB1 = cB2 = 1. Moreover, A = I : L2(Ω) → L2(Ω), with cA1 = cA2 = 1. Thus,
we define S := B∗B : H1

0 (Ω,∆) → [H1
0 (Ω,∆)]∗ with cS1 = cS2 = 1, and where

B∗ : L2(Ω)→ [H1
0 (Ω,∆)]∗ is the adjoint of B : H1

0 (Ω,∆)→ L2(Ω) satisfying

⟨B∗q, y⟩Ω = ⟨q,By⟩L2(Ω) for all (q, y) ∈ L2(Ω)×H1
0 (Ω,∆).

Hence, we can rewrite the abstract variational formulation (2.7) to find yϱ ∈
H1

0 (Ω,∆) such that

⟨yϱ, y⟩L2(Ω) + ϱ ⟨∆yϱ,∆y⟩L2(Ω) = ⟨y, y⟩L2(Ω) (3.12)

is satisfied for all y ∈ H1
0 (Ω,∆). Note that (3.12) is the variational formulation of

the Dirchlet problem for the BiLaplace equation,

ϱ∆2yϱ + yϱ = y in Ω, yϱ = ∆yϱ = 0 on ∂Ω. (3.13)

The results of Lemma 1 now read

∥yϱ − y∥L2(Ω) ≤

{
∥y∥L2(Ω) if y ∈ L2(Ω),

ϱ1/2 ∥∆y∥L2(Ω) if y ∈ H1
0 (Ω,∆),

and
∥∆(yϱ − y)∥L2(Ω) ≤ ∥∆y∥L2(Ω) for y ∈ H1

0 (Ω,∆).

For a conforming finite element discretization of the variational formulation (3.12)
we need to introduce an ansatz space Yh ⊂ Y = H1

0 (Ω,∆). At this time, and for
simplicity of the presentation, let us first consider the case d = 1 and Ω = (0, 1).
In this case, we have Y = H1

0 (0, 1) ∩ H2(0, 1), and for a conforming ansatz space
we can use the space Yh = S2

h(0, 1) ∩H1
0 (0, 1) of second order B splines. Since, for

d = 1, the nodal interpolation operator Ih : Y → Yh is well defined and bounded,
we can write the abstract assumptions (2.10) as

∥y − Ihy∥L2(0,1) ≤ c1 h2 ∥y′′∥L2(0,1), ∥(y − Ihy)′′∥L2(0,1) ≤ c2 ∥y′′∥L2(0,1),

i.e., α = 2, implying the optimal choice ϱ = h4. The Galerkin finite element
formulation of (3.12) then reads to find yϱh ∈ Yh such that

⟨yϱh, yh⟩L2(0,1) + ϱ ⟨y′′ϱh, y′′h⟩L2(0,1) = ⟨y, yh⟩L2(0,1) (3.14)

is satisfied for all yh ∈ Yh, and, for the error estimate (2.17), we obtain, for ϱ = h4,

∥yϱh − y∥L2(0,1) ≤ c

{
∥y∥L2(0,1) for y ∈ L2(0, 1),

h2 ∥y′′∥L2(0,1) for y ∈ H1
0 (0, 1) ∩H2(0, 1).

Finally, when using some space interpolation arguments, we conclude the error
estimate

∥yϱh − y∥L2(0,1) ≤ c h2s ∥y∥[L2(0,1),H1
0 (0,1)∩H2(0,1)]|s
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provided that y ∈ [L2(0, 1), H1
0 (0, 1) ∩H2(0, 1)]|s for some s ∈ [0, 1].

Although we can generalize the above approach to domains Ω = (0, 1)d ⊂ Rd,
d = 2, 3 by using tensor product finite element spaces or IgA spaces, the construc-
tion of conforming finite element spaces Yh ⊂ H1

0 (Ω,∆) with respect to simplicial
decompositions of Ω seems to be more challenging, e.g., [1]. Hence, we will describe
an alternative non-conforming approach as follows. For yϱ ∈ H1

0 (Ω,∆) being the
unique solution of (3.12), we define pϱ = ϱ∆yϱ ∈ L2(Ω), and we can rewrite the
Dirichlet boundary value problem for the BiLaplace equation (3.13) as system,

−∆pϱ = yϱ − y,
1

ϱ
pϱ −∆yϱ = 0 in Ω, yϱ = pϱ = 0 on ∂Ω.

From this system we conclude pϱ, yϱ ∈ H1
0 (Ω), and in the sequel yϱ ∈ H1

0 (Ω,∆).
The related variational formulation reads to find (pϱ, yϱ) ∈ H1

0 (Ω) × H1
0 (Ω) such

that

1

ϱ
⟨pϱ, q⟩L2(Ω) + ⟨∇yϱ,∇q⟩L2(Ω) = 0, ⟨∇pϱ,∇y⟩L2(Ω) = ⟨yϱ − y, y⟩L2(Ω) (3.15)

is satisfied for all (q, y) ∈ H1
0 (Ω)×H1

0 (Ω); cf. also Section 1.
For the discretization of (3.15), we now use the conforming finite element space

Vh := S1
h(Ω) ∩H1

0 (Ω) = span{φi}Mi=1 of piecewise linear and continuous basis func-
tions φi, as already used in the case of the H−1 regularization. This results in a
coupled linear system of algebraic equations(

1
ϱ Mh Kh

−Kh Mh

)(
pϱh

yϱh

)
=

(
0h

yh

)
,

which is equivalent to the Schur complement system

(Mh + ϱKhM
−1
h Kh)yϱh = yh .

3.4 Variable L2 regularization

Instead of (3.12) we now consider a variational formulation to find yϱh ∈ H1
0 (Ω,∆)

such that∫
Ω

yϱh(x)y(x) dx+

∫
Ω

ϱh(x)∆yϱh(x)∆y(x) dx =

∫
Ω

y(x) y(x) dx

is satisfied for all y ∈ H1
0 (Ω,∆), with the mesh dependent regularization function

ϱh(x) = h4τ for x ∈ τ.

When introducing pϱh = ϱh∆yϱh , we end up with a variational system to find
(pϱh , yϱh) ∈ H1

0 (Ω)×H1
0 (Ω) such that∫

Ω

1

ϱh(x)
pϱh(x) q(x) dx+

∫
Ω

∇yϱh(x) · ∇q(x) dx = 0

is satisfied for all q ∈ H1
0 (Ω), and

−
∫
Ω

∇pϱh(x) · ∇y(x) dx+

∫
Ω

yϱh(x)y(x) dx =

∫
Ω

y(x)y(x) dx

is satisfied for all y ∈ H1
0 (Ω). The finite element discretization of this system results

in a linear system of algebraic equations,(
M1/ϱh,h Kh

−Kh Mh

)(
pϱh

yϱh

)
=

(
0h

yh

)
,
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where the scaled mass matrix Mh,1/ϱh is given by its entries

M1/ϱh,h[j, i] =

∫
Ω

1

ϱ(x)
φi(x)φj(x) dx for i, j = 1, . . . ,M.

When eliminating p, we end up with the Schur complement system

(Mh + ϱKhM
−1
1/ϱh,h

Kh)yϱhh = yh .

3.5 Control recovering

For the finite element approximation of the control uϱ = Byϱ, we consider the ab-
stract variational formulation (2.19) with U = X∗ = H−1(Ω) and X = H1

0 (Ω).
In this particular situation, we can choose the finite element space Xh = Yh =
span{φk}Mk=1 of piecewise linear continuous basis functions φk, where the assump-
tion (2.20) coincides with the second assumption in (2.11) which was already estab-
lished. When an approximate state yϱh ∈ Yh ⊂ H1

0 (Ω) is known, we can compute
the related control ũϱh ∈ Uh = span{ψk}Mk=1 ⊂ L2(Ω) ⊂ H−1(Ω) as unique solution
of the variational formulation∫

Ω

ũϱh(x)ϕh(x) dx =

∫
Ω

∇yϱh(x) · ∇yh(x) dx for all yh ∈ Yh. (3.16)

It remains to define Uh in order to satisfy the discrete inf-sup condition (2.21),
which now reads

cS ∥uh∥H−1(Ω) ≤ sup
yh∈Yh⊂H1

0 (Ω)

⟨uh, yh⟩L2(Ω)

∥∇yh∥L2(Ω)
for all uh ∈ Uh.

A first choice is to consider the control space Uh = Yh ⊂ H1
0 (Ω) of piecewise linear

and continuous basis functions, i.e., we have to solve the linear system (2.32) with
Mh = Mh and Bh = Kh. Now the discrete inf-sup condition is equivalent to the
stability estimate

∥Qhy∥H1(Ω) ≤
1

cS
∥y∥H1(Ω)

for the L2 projection Qh : L2(Ω)→ Yh ⊂ H1
0 (Ω) ⊂ L2(Ω), see, e.g., [6], which also

covers adaptive meshes.
For the approximate control ũϱh we can compute the related state ỹϱ ∈ H1

0 (Ω)
as unique solution of the variational formulation∫

Ω

∇ỹϱ(x) · ∇y(x) dx =

∫
Ω

ũϱh y(x) dx for all y ∈ H1
0 (Ω),

and from (2.24) we conclude the error estimate

∥ỹϱ−y∥L2(Ω) ≤ c hs ∥y∥Hs
0 (Ω) for y ∈ Hs

0(Ω) = [L2(Ω, H1
0 (Ω))]|s, s ∈ [0, 1], (3.17)

when choosing ϱ = h2 in the case of H−1 regularization, and ϱ = h4 in the case of
L2 regularization.

Due to the choice Uh = Yh ⊂ H1
0 (Ω) the discrete control ũϱh is much more

regular than expected, i.e., it involves boundary conditions. Although this does not
effect the final error estimate (3.17), the shape of the piecewise linear and continuous
control ũϱh may be not feasible. As an alternative we aim to construct a piecewise
constant discrete control.

For a given admissible decomposition of Ω ⊂ Rd into shape regular simplicial
finite elements τ we introduce a dual mesh as follows: For any interior node xk ∈ Ω
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we define a dual finite element ωk satisfying ωk ∩ ωj = ∅ for xk ̸= xj such that
Th = ∪Mk=1ωk, see Figure 3 and, e.g., [59]. Then we define Uh = span{ψk}Mk=1 ⊂ U =
H−1(Ω) as ansatz space of piecewise constant basis functions ψk which are one in ωk,
and zero elsewhere. While the approximation assumption (2.20) remains unchanged,
the discrete inf-sup condition (2.21) follows as in [59]. Moreover, the error estimate
(3.17) remains true. But instead of the standard mass matrix Mh = Mh, we now

have to use a matrix Mh = M̃h defined by the entries

M̃h[j, k] =

∫
Ω

φk(x)ψj(x) dx =

∫
ωj

φk(x) dx, j, k = 1, . . . ,M.

Thus, the linear system (2.32) now takes the form M̃huϱh = Khyϱh. Note, that we
additionally have that

∥∇yh∥L2(Ω) = sup
0̸=xh∈Yh

⟨∇yh,∇xh⟩L2(Ω)

∥∇xh∥L2(Ω)
,

and therefore the discrete inf-sup condition (2.25) is satisfied. Thus, by Lemma 4
the cost can be estimated by

∥∇yϱh∥L2(Ω) ≤ ∥ũϱh∥H−1(Ω) ≤ cS∥∇yϱh∥L2(Ω). (3.18)

Remark 2. For u = (u1, . . . , uM )⊤ ∈ RM we compute

(M̃hu,u)2 =

M∑
i,j=1

uiuj

∫
Ω

ψj(x)φi(x) dx =

N∑
ℓ=1

M∑
i,j=1

uiuj

∫
τℓ

ψj(x)φi(x) dx.

The local element matrices with entries

M̃τℓ [i, j] :=

∫
τℓ

ψj(x)φi(x) dx, ℓ = 1, . . . , N,

can be computed to be, see [59], for d = 1

M̃τℓ =
|τℓ|
8

(
3 1
1 3

)
with λmin(M̃τℓ) =

|τℓ|
4
, λmax(M̃τℓ) =

|τℓ|
2
,

and for d = 2

M̃τℓ =
|τℓ|
108

22 7 7
7 22 7
7 7 22

 with λmin(M̃τℓ) =
5

36
|τℓ|, λmax(M̃τℓ) =

|τℓ|
3
.

Therefore, we see that M̃h is symmetric and positive definite. Moreover, by ele-
mantary computations the spectral equivalence inequalities

c(d) (lump (Mh)u,u)2 ≤ (M̃hu,u)2 ≤ (lump (Mh)u,u)2 (3.19)

follow, where lump (Mh) denotes the lumped mass matrix and

c(d) =


1
2 , d = 1,

5
12 , d = 2.
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xi ∈ Ω

xj ∈ ∂Ω

Pj Pi

Figure 3: Meshes and dual meshes in 1D (left) and 2D (right).

3.6 Solvers and their use in nested iteration

We start this subsection with the observation that we can write all linear systems
to be solved in a unified manner as

Sϱhyϱ,h = yh (3.20)

where Sϱh = Mh +Dϱh with

Dϱ,h =


ϱKh for H−1 regularization, ϱ = h2,

Kϱh,h for variable H−1 regularization, ϱh(x) = h2τ , x ∈ τ,
ϱKhM

−1
h Kh for L2 regularization, ϱ = h4,

KhM
−1
1/ϱh,h

Kh for variable L2 regularization, ϱh(x) = h4τ , x ∈ τ.

We note that, for constant regularization functions ϱh(x) = ϱ for all x ∈ Ω, we
obtain Kϱhh = ϱKh as well as M1/ϱhh = 1

ϱMh. Hence, it is sufficient to consider

the variable regularizations only. For the system matrix Sϱ,h = Mh+Dϱh of (3.20),
we can prove the following lemma for all regularizations discussed above.

Lemma 7. There hold the spectral equivalence inequalities

c1 (Chyh,yh) ≤ (Sϱhyh,yh) ≤ c2 (Chyh,yh) (3.21)

for all yh ∈ RM , cf. (2.30), where the preconditioner Ch = lump (Mh) is a simple
diagonal matrix that is obtained from the mass matrix Mh by mass lumping, i.e.,

Ch[j, k] = lump(Mh)[j, k] = δj,k

M∑
i=1

Mh[j, i], j, k = 1, . . . ,M ;

c1 = 1/(d+ 2), and c2 = 1 + c2 with the h-independent c2 ≥ λmax(M
−1
h Dϱh) being

the maximal eigenvalue of the generalized eigenvalue problem Dϱhvh = λMhvh or,
at least, an upper bound of it.

Proof. The lower estimate follows from the inequalities Sϱh = Mh +Dϱh ≥Mh ≥
(d + 2)−1lump (Mh), where the last estimate can be found in [39, Lemma 1].
The upper estimate can be obtained from Sϱh = Mh + Dϱh ≤ (1 + c2)Mh ≤
(1 + c2) lump (Mh). The estimate Dϱh ≤ c2 Mh follows from local inverse inequali-
ties and appropriate choices of the regularization parameter or function ϱ as given
above for different regularizations. We refer to [39] for a detailed proof. We mention
that c2 = λmax(M

−1
h Dϱh) is the best possible constant.
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Remark 3. The mass matrices Mh and M1/ϱh,h in Dϱh = KhM
−1
h Kh and Dϱh =

KhM
−1
1/ϱh,h

Kh, respectively, can be replaced by the corresponding lumped versions

lump(Mh) and lump(M1/ϱh,h) without affecting the discretization error and the
spectral equivalence inequalities; see [39]. We note that this replacement of the mass
matrix by their lumped versions makes the matrix-vector multiplication Sϱh∗yh fast.
More precisely, Sϱh ∗ yh can be performed in optimal complexity O(h−d). This is
important when solving the system (3.20) by pcg as we do in the nested iteration
procedure presented in Algorithm 1.

In order to recover the control ũϱh ↔ ũϱh ∈ RM , we have to solve the system

(2.32) with Bh = Kh and Mh = Mh or Mh = M̃h. In both cases, Ch = lump(Mh)
is an asymptotically optimal preconditioner, see (3.19).

Let us now specify the nested iteration and, in particular, Algorithm 1, de-
scried in Subsection 3.6 for abstract optimal control problems, in the special case
of distributed control of the Poission equation with energy regularization presented
in Subsection 3.1. Let us assume that Tℓ = Thℓ

is a sequence of uniformly (or
adaptively) refined simpicial, shape regular meshes with the mesh sizes h = hℓ,
ℓ = 1, . . . , L, and Yℓ, Xℓ, Uℓ are corresponding finite element spaces as described in
Subsections 3.1 and 3.5. We recall that here Xℓ = Yℓ = span{φi}M=N

i=1 ⊂ X = Y =
H1

0 (Ω). Line 11: yℓ ← S−1
ℓ yℓ in Algorithm 1 now means that the system (2.29) is

solved by the pcg iteration with the preconditioner Ch = lump(Mh) and the initial
guess y0

ℓ = Iℓℓ−1y
n
ℓ−1 that is simply interpolated from the last iterate on the coarser

mesh Tℓ−1. It is clear that we need a constant number n of nested iterations on
all levels ℓ = 2, . . . , L in order to match the discretization error (3.6). The coarse
mesh system S1y1 = y1 (line 7 in in Algorithm 1) is usually solved by some sparse
direct method [11], but it can be solved by pcg with the same preconditioner and
the initial guess y0

1 = 01. This immediately yields that we need lnh−1
1 pcg iteration

in order to match the discretization error estimate (3.6) for h = h1.

3.7 State constraints

We now consider the minimization of (3.1) subject to the Poisson equation (3.2)
with constraints on the state yϱ ∈ Ks := {y ∈ H1

0 (Ω) : g− ≤ y ≤ g+ a.e. in Ω},
where g± ∈ H1

0 (Ω,∆) are given barrier functions, and where we assume g− ≤ g+
and 0 ∈ Ks to be satisfied. The solution yϱ ∈ Ks of this minimization problem is
then characterized as the unique solution of the variational inequality

⟨yϱ, y−yϱ⟩L2(Ω)+ϱ ⟨∇yϱ,∇(y−yϱ)⟩L2(Ω) ≥ ⟨y, y−yϱ⟩L2(Ω) for all y ∈ Ks. (3.22)

This variational inequality completely corresponds to (2.34) as considered in the
abstract setting. Hence, all results as given in Subsection 2.5 remain true. Instead
of the linear system (2.29) we now have to solve a discrete variational inequality to
find yϱh ∈ RM ↔ yϱh ∈ Ks,h such that

((Mh + ϱKh)yϱh − yh,y − yϱh) ≥ 0 (3.23)

is satisfied for all y ∈ RM ↔ yh ∈ Ks,h. We define the discrete Lagrange
multiplier λ := (Mh + ϱKh)yϱh − yh, and the index set of the active nodes,
Is,± := {k := 1, . . . ,M : yk = g±,k := g±(xk)}. With this we then conclude
the discrete complementarity conditions

λk = 0, g−,k < yk < g+,k for k ̸∈ Is,±, λk ≤ 0 for k ∈ Is,+, λk ≥ 0 for k ∈ Is,−,

which are equivalent to

λk = min{0, λk + c(g+,k − yk)}+max{0, λk + c(g−,k − yk)}, c > 0.
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Hence we have to solve a system F(yϱh,λ) = 0 of (non)linear equations

F1(yϱh,λ) = (Mh + ϱKh)yϱh − yh − λ = 0,

F2(yϱh,λ) = λ−min{0,λ+ c(g+ − y)}+max{0,λ+ c(g− − y)} = 0,

where the latter have to be considered componentwise. For any given λ the system
F1(yϱh,λ) = 0 reads

(Mh + ϱKh)yϱh = yh + λ

which can be solved as in the unconstrained case, and it remains to solve the
nonlinear system

F2((Mh + ϱKh)
−1(yh + λ),λ) = 0. (3.24)

For the solution of (3.24) we can apply a semi-smooth Newton method which is
equivalent to a primal-dual active set strategy, see, e.g., [8, 30, 31, 33], and [15].
Instead of solving the nonlinear system (3.24) we can solve the variational inequality
(3.23) by using multigrid methods, see [20] for an overview of related methods. This
will be a topic of future research. When considering control constraints we replace
Ks by

Kc :=
{
y ∈ H1

0 (Ω) : ⟨f−, ϕ⟩L2(Ω) ≤ ⟨∇y,∇ϕ⟩L2(Ω) ≤ ⟨f+, ϕ⟩L2(Ω)

for all ϕ ∈ H1
0 (Ω) with ϕ ≥ 0 a.e. in Ω

}
,

where we assume f± ∈ L2(Ω). For a more detailed discussion we refer to [15], see
also [19].

3.8 Numerical results

We first reconsider the 1d examples from the introduction. Since we can analyti-
cally solve all of these 1d OCPs, we can easily verify the numerical results for both
the L2 and the H−1 regularization with respect to the accuracy of the approxima-
tion of the computed finite element state to the target and the approximation of
the cost of the control. Furthermore, we numerically study three multi-dimensional
examples with targets possessing different features. The first two examples are
taken from [10], where beside the standard L2 regularization also other regular-
izations including measure and BV regularizations are studied both theoretically
and numerically. These two benchmark examples from [10] are given in the two-
dimensional (2d) computational domain Ω = (−1, 1)2. Here we also consider the
three-dimensional counterparts given in Ω = (−1, 1)3. Finally, we numerically study
a three-dimensional (3d) example with a more complicated discontinuous target that
was already used in our paper [38] for numerical tests. In this example, the target is
zero with exception of several small inclusions which are nothing but hot spots. For
the three multi-dimensional examples, we always us the H−1 regularization, which
is sometimes also called energy regularization, as described in Subsection 3.1. The
finite element discretization, the control recovering, the solvers, and the nested iter-
ation procedure also follow the description as given in Subsections 3.1, 3.5, and 3.6.
In particular, we solve the system (3.20) by pcg preconditioned by the lumped mass
matrix Ch = lump(Mh). In the non-nested version, the pcg iterations are stopped
as soon as the STϱhC

−1
h Sϱh energy norm of the initial iteration error e0h = uϱh−u0

ϱh

is reduced by a factor of 106. In terms of the residual rnh = Sϱhe
n
h, the stopping

criterion can be written in the form

(C−1
h rnh, r

n
h)

1/2 ≤ 10−6 (C−1
h r0h, r

0
h)

1/2.

We always use a zero initial guess in the nonnested iterations while, in the nested
iteration procedure, the initial guess is interpolated from the coarser mesh and the
iteration is stopped when the discretization error is reached.
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3.8.1 Numerical justification of the theoretical results in 1d

We reconsider the examples from the introduction, especially the smooth target
(1.11) and the discontinuous target (1.13) for which we computed the exact solutions
y1,ϱ and y3,ϱ for (3.4) and (3.13) depending on ϱ > 0 explicitely.

Let us consider piecewise linear finite elements, defined on the decomposition of
(0, 1) into equidistant nodes xk = k/N , k = 0, . . . , N , for some N ∈ N. Given the
mesh size h = 1/N , the optimal choice of the regularization parameter is ϱ = ϱH−1 =
h2 and ϱ = ϱL2 = h4 in the case of the H−1 regularization and L2 regularization,
respectively. Now let us fix ϱ = 2−ℓ for some ℓ ∈ N and choose two decompositions of
mesh sizes hH−1 and hL2 , such that ϱ = h2H−1 = h4L2 . On these meshes we compute
the corresponding states yi,ϱhH−1 and yi,ϱhL2 , i = 1, 3 of the H−1 regularization

and the L2 regularization, solving (3.5) and (3.15), respectively. The states are
plotted in Figure 4. We clearly observe, that the reconstructed states approximate
the exact states very well. We note that the larger distance of the target to the state
reconstructed using the L2 regularization with respect to the state reconstructed by
the H−1 regularization does not stem from the state being computed on a coarser
mesh, but is rather inherited from the continuous problem. This is further supported
by Figure 5, where the exact errors ∥y − yϱ∥L2(0,1) are plotted against the finite
element errors ∥y − yϱh∥L2(0,1).

In a post processing step, we now compute the reconstruction of the control
ũϱh ∈ Xh on the primal mesh and ũdϱh ∈ Udh on the dual mesh, solving (3.16). The
results are presented in Figure 4. In the one dimensional case Ω = (0, 1), we can
compute the exact cost, by introducing ỹϱ ∈ H1

0 (0, 1) given as

ỹϱ(x) =

∫ 1

0

G(x, y)ũϱh(y) dy,

where

G(x, y) =

{
y (1− x), y ∈ (0, x)

x (1− y), y ∈ (x, 1),

denotes the Greens function, i.e., −ỹ′′ϱ = ũϱh in (0, 1). Then we compute

∥ũϱh∥H−1(0,1) = sup
0̸=v∈H1

0 (0,1)

⟨ũϱh, v⟩L2(0,1)

∥v′∥L2(0,1)
= sup

0 ̸=v∈H1
0 (0,1)

⟨−ỹ′′ϱ , v⟩L2(0,1)

∥v′∥L2(0,1)

= sup
0̸=v∈H1

0 (0,1)

⟨ỹ′ϱ, v′⟩L2(0,1)

∥v′∥L2(0,1)
= ∥ỹ′ϱ∥L2(0,1) =

√
⟨ũϱh, ỹϱ⟩L2(0,1).

The cost of the different control reconstructions is compared with the exact cost
∥uϱ∥H−1(0,1) and ∥uϱ∥L2(0,1) in Figures 6 and 7, respectively. We note that all
the computations align very well and fit the exact cost. Although it might seem
that the L2 regularization comes with lower cost, we again stress that for fixed
ϱ > 0 the error ∥y − yϱ∥L2(0,1) for the L2 regularization is larger compared to
the H−1 regularization. Thus, to achieve the same level of accuracy one needs to
consider a smaller regularization parameter ϱ leading to the same cost for the L2

regularization. Thus, for the implementation the H−1 regularization is beneficial,
as the regularization parameter does not need to be chosen too small. Hence, if
one is interested in the L2 cost, we propose to compute the state via the H−1

regularization, then reconstruct the control and compute the L2 cost and check if
it is still below the threshold given by the application.
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(a) y1, y1,ϱ and y1,ϱh (b) ũ1,ϱh

(c) y3, y3,ϱ and y3,ϱh (d) ũ3,ϱh

Figure 4: Targets y1, y3, (exact) reconstructed states using the H−1 and L2 reg-
ularization yi,ϱ and yi,ϱh, respectively. And reconstruction of the controls ũi,ϱh on
the primal and dual mesh.

10−5 10−4 10−3

10−4

10−3

10−2

10−1

ϱ

∥y
−
y ϱ

(h
)
∥ L

2
(Ω

)

∥y1 − y1,ϱ
H−1

∥
L2(Ω)

∥y1 − y1,ϱh
H−1

∥
L2(Ω)

ϱ

∥y1 − y1,ϱ
L2

∥
L2(Ω)

∥y1 − y1,ϱh
L2

∥
L2(Ω)

ϱ2.5/4

∥y3 − y3,ϱ
H−1

∥
L2(Ω)

∥y3 − y3,ϱh
H−1

∥
L2(Ω)

ϱ0.25

∥y3 − y3,ϱ
L2

∥
L2(Ω)

∥y3 − y3,ϱh
L2

∥
L2(Ω)

ϱ0.5/4

Figure 5: Errors ∥y − yϱ∥L2(Ω) and ∥y − yϱh∥L2(Ω) for the different targets y1 and
y3 and for the H−1 and the L2 regularization.
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∥ũ3,ϱh
L2

∥
H−1(Ω)

∥ũd
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Figure 6: Cost ∥uϱ∥H−1(Ω) and cost of the reconstructed control ∥ũϱh∥H−1(Ω) for
the targets y1 and y3 when choosing ϱ = ϱH−1 = h2H−1 = ϱL2 = h4L2 .
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∥ũd
1,ϱh

L2
∥
L2(Ω)

(a) Cost ∥u1,ϱ∥L2(Ω) and ∥ũ1,ϱh∥L2(Ω)
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∥ũ3,ϱh
H−1

∥
L2(Ω)
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Figure 7: Cost ∥uϱ∥L2(Ω) and cost of the reconstructed control ∥ũϱh∥L2(Ω) for the
targets y1 and y3 when choosing ϱ = ϱH−1 = h2H−1 = ϱL2 = h4L2 .

3.8.2 Peak

We now consider the smooth target

y(x) = e−50[(x1−0.2)2+(x2+0.1)2]

with x = (x1, x2) ∈ Ω = (−1, 1)2 ⊂ R2; see [10]. We note that this target does not
vanish on the boundary ∂Ω of Ω. Therefore, it does not belong to the state space
Y = H1

0 (Ω). The violation of the homogeneous boundary conditions may cause
boundary layers which affect the convergence of the finite element approximation
to the state. Furthermore, we consider a 3d version of this example with the target
function

y(x) = e−50[(x1−0.2)2+(x2+0.1)2+(x3+0.3)2]

with x = (x1, x2, x3) ∈ Ω = (−1, 1)3 ⊂ R3. Table 1 presents the numerical results
for the nonnested and nested iteration regimes. We obtain the full experimental or-
der of convergence (eoc) as we would get for smooth targets satisfying homogeneous
Dirichlet conditions. The nested iteration procedure produces approximations with
the same accuracy as the nonnested iteration but several times faster.

ℓ #Dofs
Non-nested Nested

error eoc its (time) error eoc its (time)

1 4, 913 3.34e−2 − 10 (2.1e−3 s) 3.34e−2 − 10(2.1e−3 s)
2 35, 937 1.25e−2 1.41 11 (3.8e−3 s) 1.28e−2 1.39 2 (8.5e−4 s)
3 274, 625 3.48e−3 1.85 11 (5.5e−3 s) 3.74e−3 1.77 2 (1.2e−3 s)
4 2, 146, 689 8.87e−4 1.97 11 (2.9e−2 s) 9.91e−4 1.92 2 (6.5e−3 s)
5 16, 974, 593 2.22e−4 2.00 11 (2.1e−1 s) 2.54e−4 1.96 2 (4.7e−2 s)
6 135, 005, 697 5.56e−5 2.00 11 (1.5e−0 s) 6.43e−5 1.98 2 (3.7e−1 s)

Table 1: Peak (d = 3): Comparison of Nonnested and Nested iterations: L2 error,
experimental order of convergence eoc, number its of pcg iterations, and computa-
tional time (time) in seconds on uniform mesh refinements, using 256 cores.

3.8.3 Pedestal

The next example is also inspired by a 2d example used in the numerical experiments
presented in [10]. The target

y(x) =

{
1 if x ∈ (−1/2, 1/2)d,
0 else,

is nothing than a pedestal with a plateau of the high 1. This target y is discon-
tinuous, and, therefore, it does not belong the state space Y = H1

0 (Ω), but to the
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spaces Hs(Ω) with s < 1/2. Thus, we can only expect reduced convergence rates
in the case of uniform mesh refinement. Table 2 presents some numerical results
for the three-dimensional case, i.e., d = 3. We again compare the nonnested and
nested iteration regimes. Since the target does only belong to Hs(Ω) with s < 0.5,
we only see the reduced eoc of about 0.5. The nested iteration procedure again
produces approximations with the same accuracy as the nonnested iteration but
several times faster.

ℓ #Dofs
Non-nested Nested

error eoc Its (Time) error eoc Its (Time)

1 4, 913 3.66e−1 − 10 (2.2e−3 s) 3.66e−0 − 10(2.2e−3 s)
2 35, 937 2.67e−1 0.45 11 (3.2e−3 s) 2.73e−1 0.43 1 (5.2e−4 s)
3 274, 625 1.87e−1 0.52 11 (5.5e−3 s) 1.93e−1 0.50 1 (7.5e−4 s)
4 2, 146, 689 1.31e−1 0.51 11 (2.8e−2 s) 1.35e−1 0.52 1 (4.5e−3 s)
5 16, 974, 593 9.24e−2 0.51 11 (2.1e−1 s) 9.43e−2 0.52 1 (3.5e−2 s)
6 135, 005, 697 6.52e−2 0.50 11 (1.5e−0 s) 6.62e−2 0.51 1 (2.5e−1 s)

Table 2: Pedestal (d = 3): Comparison of Non-nested and Nested iterations: L2

error, experimental order of convergence eoc, number its of pcg iterations, and
computational time (time) in seconds on uniform mesh refinements, using 256 cores.

3.8.4 Inclusions

Finally, we consider the target

y(x) =



1 if (x1 − 0.5)2 + (x2 − 0.5)2 + (x3 − 0.5)2 ≤ 0.052,

2 if (x1 − 0.5)2 + (x2 − 0.25)2 + (x3 − 0.75)2 ≤ 0.06252,

3 if (x1 − 0.5)2 + (x2 − 0.75)2 + (x3 − 0.75)2 ≤ 0.06252,

4 if (x1 − 0.5)2 + (x2 − 0.75)2 + (x3 − 0.25)2 ≤ 0.0752,

5 if x1 ∈ [0.25, 0.75] and x2 ∈ [0.45, 0.5] and x3 ∈ [0.125, 0.375],

6 if (x1 − 0.5)2 + (x2 − 0.25)2 + (x3 − 0.25)2 ≤ 0.06252,

0 else,

with piecewise constant, positive values inside small inclusions in the 3d domain
Ω = (0, 1)3. Outside of these hot spots the target is zero. Again, we expect interface
boundary layers and reduced convergence rate in the case of uniform mesh refine-
ment. Table 3 provides the numerical results for non-nested and nested iterations.
First we observe that the eoc is about 0.5 that perfectly corresponds to the regu-
larity of the target. The nested iteration procedure again produces approximations
with the same accuracy as the non-nested iteration but several times faster. More
precisely, at the finest refinement level ℓ = 6 with 135, 005, 697 unknowns (#Dofs),
the nested iteration reaches the same accuracy (error) as the nonnested iteration
within 0.18 seconds in comparison with 1.50 seconds needed for the nonnested it-
eration. We note that we stopped the non-nested iteration at the relative accuracy
10−6. This can be relaxed, and the relative accuracy can be adapted to the dis-
cretization error. Figure 8 shows the computed finite element approximation to the
state at level ℓ = 4.

4 An overview on other applications

In this section, we are going to discuss some selected further applications of the
abstract theory as presented in Section 2.
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ℓ #Dofs
Non-nested Nested

error eoc Its (Time) error eoc Its (Time)

1 4, 913 3.50e−1 − 22 (5.3e−3 s) 3.50e−1 − 22 (5.1e−3 s)
2 35, 937 3.26e−1 0.10 25 (6.8e−3 s) 3.31e−1 0.08 1 (6.4e−4 s)
3 274, 625 2.35e−1 0.47 24 (9.3e−3 s) 2.35e−1 0.50 2 (1.0e−3 s)
4 2, 146, 689 1.60e−1 0.55 24 (2.2e−2 s) 1.61e−1 0.55 2 (2.6e−3 s)
5 16, 974, 593 1.13e−1 0.51 24 (2.2e−1 s) 1.12e−1 0.52 2 (2.7e−2 s)
6 135, 005, 697 7.95e−2 0.50 24 (1.5e−0 s) 7.95e−2 0.50 2 (1.8e−1 s)

Table 3: Inclusions (d = 3): Comparison of non-nested and nested iterations: L2

error, experimental order of convergence eoc, number its of pcg iterations, and
computational time (time) in seconds on uniform mesh refinements, using 512 cores.

Figure 8: Computed state solution on the uniform refined mesh with 2, 146, 689
Dofs at the cut x3 = 1/2.

4.1 Dirichlet boundary control of the Laplace equation

As a first example, we consider the Dirichlet boundary control problem to minimize

J (yϱ, uϱ) =
1

2
∥yϱ − y∥2L2(Ω) +

1

2
ϱ |uϱ|2H1/2(Γ) (4.1)

subject to the Dirichlet boundary value problem for the Laplace equation

−∆yϱ = 0 in Ω, yϱ = uϱ on Γ := ∂Ω, (4.2)

where the control uϱ is now nothing but the Dirichlet data of the state yϱ on
the boundary Γ of Ω. In this case, we again have HY = L2(Ω), but the state
space Y now is the space of all harmonic functions in H1(Ω), i.e., Y := {y ∈
H1(Ω) : ⟨∇y,∇v⟩L2(Ω) = 0 ∀v ∈ H1

0 (Ω)}. The state to control map uϱ = γint0 yϱ
is then given by the interior Dirichlet trace operator γint0 : H1(Ω) → H1/2(Γ), i.e.,

B = γint0 : Y → U = H1/2(Γ). Moreover, we introduce X = H
−1/2
∗ (Γ) := {ψ ∈

H−1/2(Γ) : ⟨ψ, 1⟩Γ = 0}. A semi-norm in the control space U = H1/2(Γ) is induced

by the Steklov–Poincaré operator S : H1/2(Γ)→ H
−1/2
∗ (Γ) which is defined via

|uϱ|2H1/2(Γ) = ⟨Suϱ, uϱ⟩Γ =

∫
Γ

∂

∂nx
yϱ(x) yϱ(x) dx =

∫
Ω

|∇yϱ(x)|2 dx,

where yϱ ∈ Y is the harmonic extension of uϱ ∈ U . With this we can write the
minimization problem (4.1)-(4.2) as in (2.6) to minimize

J̌ (yϱ) =
1

2
∥yϱ − y∥2L2(Ω) +

1

2
ϱ ∥∇yϱ∥2L2(Ω) (4.3)
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on the space Y of harmonic functions. The minimizer yϱ ∈ Y of the reduced cost
functional (4.1) is then charcterized as the unique solution of the gradient equation
in variational form, satisfying

⟨yϱ, y⟩L2(Ω) + ϱ ⟨∇yϱ,∇y⟩L2(Ω) = ⟨y, y⟩L2(Ω) for all y ∈ Y. (4.4)

Moreover, in this particular case, we can formulate state and control constraints at
once by defining Ys/c := {y ∈ Y : g− ≤ y ≤ g+}, where g± ∈ Y are given (constant)
barrier functions. For yϱ ∈ Ys/c, the minimizer of (4.3) is then determined as the
unique solution of the variational inequality (2.34) satisfying

⟨yϱ, y−yϱ⟩L2(Ω)+ϱ ⟨∇yϱ,∇(y−yϱ)⟩L2(Ω) ≥ ⟨y, y−yϱ⟩L2(Ω) for all y ∈ Ys/c. (4.5)

It is obvious that all regularization error estimates as given in the abstract setting
remain true. In order to incorporate the constraints in the definition of the state
space Y , instead of (4.4) we can introduce a Lagrange multiplier pϱ ∈ H1

0 (Ω) and
solve a saddle point variational formulation for (yϱ, pϱ) ∈ H1(Ω)×H1

0 (Ω) satisfying

⟨yϱ, y⟩L2(Ω) + ϱ ⟨∇yϱ,∇y⟩L2(Ω) + ⟨∇pϱ,∇y⟩L2(Ω) = ⟨y, y⟩L2(Ω),

⟨∇yϱ,∇q⟩L2(Ω) = 0
(4.6)

for all (y, q) ∈ H1(Ω) × H1
0 (Ω). Finite element error estimates for the numerical

solution of (4.6) follow when using standard arguments.

Remark 4. The Dirichlet boundary control problem (4.1)-(4.2) in the control space
U = H1/2(Γ) was first considered in [52], see also [9, 17, 66]; for the consideration
of control or state constraints, see [15, 19, 22]. Further extensions include Dirichlet
control for Stokes flow [18], or for parabolic evolution equations [21].

4.2 Distributed control of parabolic evolution equations

The abstract theory as given in Section 2 is not restricted to elliptic state equations,
but can also be applied to time-dependent PDEs. As an example for an parabolic
evolution equation we consider the minimization of

J (yϱ, uϱ) =
1

2
∥yϱ − y∥2L2(Q) +

1

2
∥uϱ∥2L2(0,T ;H−1(Ω))

subject to the initial-boundary value problem for the heat equation

∂tyϱ −∆xyϱ = uϱ inQ, yϱ = 0 on Σ, yϱ = 0 on Σ0,

where, for a given time horizon T > 0, Q := Ω × (0, T ) is the space-time cylinder
with the lateral boundary Σ = ∂Ω × (0, T ) and the bottom Σ0 = Ω × {0}. In
this case, we have HX = HY = L2(Q), as well as X = L2(0, T ;H1

0 (Ω)) and U =
X∗ = L2(0, T ;H−1(Ω)). Moreover, the related state space is defined as Y = {y ∈
X : ∂ty ∈ X∗, y(0) = 0}. Within this setting we have B = ∂t − ∆x : Y → X∗,
and A = −∆x : X → X∗. The reduced optimality system then reads to find
(pϱ, yϱ) ∈ X × Y such that

1

ϱ
⟨∇xpϱ,∇xq⟩L2(Ω) + ⟨∂tyϱ, q⟩Q + ⟨∇xyϱ,∇xy⟩L2(Ω) = 0,

−⟨pϱ, ∂ty⟩Q − ⟨∇xpϱ,∇xy⟩L2(Ω) + ⟨yϱ, y⟩L2(Ω) = ⟨y, y⟩L2(Ω)

is satisfied for all (q, y) ∈ X × Y . This variational formulation and its space-time
finite element discretization was analysed in [43], for other approaches, see, e.g.,
[3, 16, 25, 41, 42, 48, 65]. While all of these approaches require the solution of a cou-
pled forward-backward system, a new approach related to the abstract variational
formulation (2.7) was recently considered in [46], where D is induced by the norm

of the anisotropic Sobolev space H
1,1/2
0;0, (Q) := L2(0, T ;H1

0 (Ω))∩H
1/2
0, (0, T ;L2(Ω)).
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4.3 Distributed control of hyperbolic evolution equations

As an example for a hyperbolic evolution equation as state equation we consider
the minimization of

J (yϱ, uϱ) =
1

2
∥yϱ − y∥2L2(Q) +

1

2
∥uϱ∥2L2(0,T ;H−1(Ω))

subject to the initial-boundary value problem for the wave equation

∂ttyϱ −∆xyϱ = uϱ inQ, yϱ = 0 on Σ, yϱ = ∂tyϱ = 0 on Σ0. (4.7)

When assuming uϱ ∈ L2(Q), the initial boundary value problem (4.7) admits a

unique solution yϱ ∈ H1,1
0;0,(Q) := L2(0, T ;H1

0 (Ω)) ∩H1
0,(0, T ;L

2(Ω)); see, e.g., [36,

61]. Hoeever, this does not define an isomorphism. When using X = H1,1
0;,0(Q) :=

L2(0, T ;H1
0 (Ω))∩H1

,0(0, T ;L
2(Ω)), i.e., U = [H1,1

0;,0(Q)]∗, and in order to ensure that
the wave operator B := □ := ∂tt − ∆x : Y → X∗ is an isomorphism, we need to
define the state space accordingly. Therefore, and following [62], we introduce

Y := H0;0,(Q) := H1,1
0;0,(Q)

∥·∥H(Q)

, ∥u∥H(Q) :=
√
∥u∥2L2(Q) + ∥□ũ∥

2
[H1

0 (Q−)]∗
,

where ũ is the zero extension of u ∈ L2(Q) to Q− := Ω × (−T, T ). In this setting
we can define A : X → X∗, satisfying

⟨Ap, q⟩Q := ⟨∂tp, ∂tq⟩L2(Q) + ⟨∇xp,∇xq⟩L2(Q) for all p, q ∈ X.

Then we can write the abstract gradient equation (2.3) as variational problem to
find (yϱ, pϱ) ∈ H0;0,(Q)×H1,1

0;,0(Q) such that

ϱ−1 ⟨Apϱ, q⟩Q+⟨□ỹϱ, Eq⟩Q− = 0, −⟨□ỹ, Epϱ⟩Q−+⟨yϱ, y⟩L2(Q) = ⟨y, y⟩L2(Q) (4.8)

is satisfied for all (y,q) ∈ H0;0,(Q) ×H1,1
0;,0(Q), where E : H1,1

0;,0(Q) → H1
0 (Q−) is a

suitable extension operator, e.g., reflection in time with respect to t = 0. In any
case, for a space-time finite element Galerkin discretization of (4.8), we introduce
the standard finite element spaces Yh = S1

h(Q)∩H1,1
0;0,(Q) andXh = S1

h(Ω)∩H
1,1
0;,0(Q)

of piecewise linear continuous basis functions. For (yh, qh) ∈ Yh×Xh and following
[62, Lemma 3.5] we have

⟨□yh, Eqh⟩Q− = −⟨∂tyh, ∂tqh⟩L2(Q) + ⟨∇xyh,∇xqh⟩L2(Q).

Hence we have to find (yϱh, pϱh) ∈ Yh ×Xh such that

⟨∂tpϱh, ∂tqh⟩L2(Q) + ⟨∇xpϱh,∇xqh⟩L2(Q)

−⟨∂tyϱh, ∂tqh⟩L2(Q) + ⟨∇xyϱh,∇xqh⟩L2(Q) = 0,

⟨∂tyh, ∂tpϱh⟩L2(Q) − ⟨∇xyh,∇xpϱh⟩L2(Q) + ⟨yϱh, yh⟩L2(Q) = ⟨y, yh⟩L2(Q)

is satisfied for all (yh, qh) ∈ Yh×Xh. For a more detailed analysis of this approach,
see [47]; for other approaches we refer to, e.g., [24, 35, 50, 53, 67].

5 Conclusions and outlook

We have first considered abstract tracking-type OCPs subject to some state equation
By = u where we think of linear elliptic, parabolic, and hyperbolic PDEs or PDE
systems. If the state operator B is an isomorphism between the state space Y
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and the control space U , then the OCP can be reduced to a state-based optimality
condition that is nothing but a state-based operator equation, or to a state-based
variational inequality in the case of additional abstract constraints imposed on the
state or the control. We have started with the investigation of the case without any
box constraints. For this case, we have provided estimates of the error ∥yϱ − y∥HY

between the optimal state yϱ and the desired state y in the tracking norm ∥ · ∥HY

in terms of the regularization parameter ϱ and the regularity of the desired state
y. After the Galerkin discretization of the state-based operator equation, we have
analysed the error ∥yϱh − y∥HY

between the Galerkin solution yϱh and the desired
state y. We have observed that the finite element mesh size h is strongly related
to the regularization parameter ϱ in order to obtain the asymptotically optimal
convergence rate. The optimal control ũϱh can be computed from the Galerkin
state solution yϱh in a postprocessing procedure. Moreover, we have presented
efficient (parallel) iterative solvers that can be used in a smart nested iteration
process where we can control the accuracy of the computed state and the energy
cost of the control. Furthermore, we have shown that one can easily add and analyse
constraints for the state or the control.

In the second part of the paper, we have applied the abstract theoretical frame-
work to the distributed control of Poisson’s equation as blueprint for other appli-
cations. We have presented numerical results for 1d, 2d, and 3d benchmarks with
different features concerning the regularity of the target. These numerical results
not only illustrate our theoretical error estimates quantitatively, but also demon-
strate that the iterative solvers are very efficient, in particular, in a nested iteration
setting on parallel computers.

Finally, we have briefly discussed some other applications of the abstract frame-
work to PDE constrained OCP like the Dirichlet boundary control of the Laplace
equation and OCPs subject to parabolic or hyperbolic state equations where space-
time finite elements are used for their discretization.

Further extensions include problem classes for other boundary control problems
such as Neumann or Robin type problems; OCPs with either partial observations
or partial controls, or the optimal control of non-linear state equations such as the
Navier–Stokes system.
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[64] F. Tröltzsch. Optimal control of partial differential equations: Theory, methods
and applications, volume 112 of Graduate Studies in Mathematics. American
Mathematical Society, Providence, Rhode Island, 2010.

[65] N. von Daniels, M. Hinze, and M. Vierling. Crank–nicolson time stepping
and variational discretization of control-constrained parabolic optimal control
problems. SIAM J. Control Optim., 53:1182–1198, 2015.

[66] M. Winkler. Error estimates for variational normal derivatives and Dirichlet
control problems with energy regularization. Numer. Math., 144:413–445, 2020.

[67] E. Zuazua. Propagation, observation, and control of waves approximated by
finite difference methods. SIAM Rev., 47:197–243, 2005.

[68] W. Zulehner. Nonstandard norms and robust estimates for saddle point prob-
lems. SIAM J. Matrix Anal. Appl., 32(2):536–560, 2011.

41


	Introduction, motivation, and preliminaries
	Abstract optimal control problems
	Abstract setting and regularization error estimates
	Galerkin discretization and error estimates
	Control recovering
	Solvers and their use in nested iteration
	Constraints

	Distributed control of the Poisson equation
	H-1 regularization
	Variable H-1 regularization
	L2 regularization
	Variable L2 regularization
	Control recovering
	Solvers and their use in nested iteration
	State constraints
	Numerical results
	Numerical justification of the theoretical results in 1d
	Peak
	Pedestal
	Inclusions


	An overview on other applications
	Dirichlet boundary control of the Laplace equation
	Distributed control of parabolic evolution equations
	Distributed control of hyperbolic evolution equations

	Conclusions and outlook

