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INCLUSION OF AN INVERSE MAGNETIC HYSTERESIS
MODEL INTO THE SPACE-TIME FINITE ELEMENT

METHOD FOR MAGNETOQUASISTATICS

M. GOBRIAL1, L. DOMENIG2, M. REICHELT1,
M. KALTENBACHER2, O. STEINBACH1

1Institute of Applied Mathematics, TU Graz, Austria
2Institute of Fundamentals and Theory in Electrical Engineering, TU Graz, Austria

Abstract. In this note we discuss the numerical solution of the eddy cur-
rent approximation of the Maxwell equations using the simple Pragmatic
Algebraic Model to include hysteresis effects. In addition to the more stan-
dard time-stepping approach we propose a space-time finite element method
which allows both for parallelization and adaptivity simultaneously in space
and time. Numerical experiments confirm both approaches yield the same
numerical results.

Keywords: Nonlinear magnetoquasistatics, finite-elements, iterative solvers,
Newton method, space-time, hysteresis

1. Introduction

For the mathematical modeling of the electromagnetic behavior in an electric
machine, e.g. an electric motor or a transformer, we consider the eddy current
approximation of Maxwell’s equations in the low-frequency regime, cf., e.g.,
[1, 2, 3],

curlH = js, divB = 0, curlE = −∂tB in D ⊂ R3, (1)

with boundary conditions B · n = 0 on ∂D. For simplicity we consider a fixed
domain D, for which we can write Ohm’s law as J = σE; for the case of a
moving domain, see, e.g., [4]. In addition to the Maxwell equations (1) we need
to have a constitutive relation H = H(B) which in many cases is described in
terms of the magnetic reluctivity ν and, in presence of permanent magnets, the
permanent magnetization M, i.e.

H = ν(∥B∥)B −M. (2)

Note that ν may depend on the magnitude of the magnetic flux density B as
e.g. for ferromagnetic materials, see, e.g., [5]. Although the constitutive law
(2) covers a wide range of physically relevant phenomena, it neglects the effects
of hysteresis. These effects become more and more important to accurately
describe electrical devices, such as electric machines and transformers. For
this reason, it is necessary to employ material models that cover hysteresis
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2 MAGNETIC SPACE-TIME FORMULATION INCLUDING HYSTERESIS

into the mathematical model, and its numerical simulation by finite element
methods. For the standard finite element method, this has already successfully
been done in the static case using the magnetic scalar potential [6] as well as
using the magnetic vector potential [7]. For transient simulations, there exist
also approaches to consider the hysteresis effect in the finite element method
using a magnetic vector potential [8, 9]. To the authors knowledge, however,
there exists no approach to incorporate hysteretic material models into a space-
time finite element framework.

Since the magnetic flux density is a solenoidal vector field, B = curlA,
we can rewrite the eddy current problem (1) in its equivalent vector potential
formulation [3, 10]

σ∂tA+ curl[ν curlA] = js + curlM, (3)

where we have used the constitutive law (2). Usually, gauging techniques are
applied in order to ensure the uniqueness of the vector potential A, see, e.g.,
[10, 11]. A common simplification of the eddy current problem (3) is the reduc-
tion to a two-dimensional model problem assuming that one dimension of the
computational domain is much larger than the other dimensions and that the
geometry is invariant in the larger scale, cf. [12]. Hence, we can pose the eddy
current problem on a cross section Ω ⊂ R2 of the electric machine in D, where
the electromagnetic quantities take the form

H =

H1(x1, x2, t)
H2(x1, x2, t)

0

 , M =

M1(x1, x2, t)
M2(x1, x2, t)

0

 , js =

 0
0

js(x1, x2, t)

 .

It follows that js is divergence free by construction, and the magnetic flux
density B must admit the same form as the electric field intensity H , due
to (2). Using B = curlA we further have

A =

 0
0

u(x1, x2, t)

 , B =

 ∂x2u(x1, x2, t)
−∂x1u(x1, x2, t)

0

 . (4)

With this we can rewrite (3) for (x, t) ∈ Q := Ω× (0, T ) as

σ(x)∂tu(x, t)− divx
[
ν(x, |u|)∇xu(x, t)

]
= js(x, t)− divxM

⊥(x, t), (5)

where M⊥ = (−M2,M1)
⊤ is the perpendicular of the magnetization and T > 0

is the final time. For the sake of completeness, boundary conditions u = 0 on
Σ := ∂Ω × (0, T ) as well as an initial condition u(0) = 0 in Ω must be set.
Although, this approach (5) of the eddy current problem is indeed a typical
approximation in the context of electric machines, it does not consider hysteresis
effects. In this work, we will apply a specific law among many, that considers
the effect of hysteresis in terms of the constitutive law (2).

The remainder of this work is organized as follows. In Section 2 we introduce
the Pragmatic Algebraic Model (PAM), a specific vector hysteresis model previ-
ously analyzed in [7, 9, 13]. We incorporate this constitutive law into Maxwell’s
equations (1) and formulate the problem on the cross section Ω of the geometry
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D to derive the underlying parabolic evolution problem (8). Section 3 presents
two numerical approaches for solving the resulting time-dependent partial dif-
ferential equation. On the one hand, we formulate a classical time stepping
method [14], and on the other hand, we describe a space-time finite element
method motivated by [15]. A comparative analysis of both is provided in Sec-
tion 4, indicating a good agreement of the results.

2. Hysteresis Model

The aim of this section is to modify the eddy current problem (5) to a model,
which can consider hysteresis effects. A physical system subject to hysteresis
does not only depend on the input data but also on the history of these data
[16]. For ferromagnetic materials, e.g., iron, hysteresis effects are quite natural
and shall be considered in the constitutive law.

In this work we consider the Pragmatic Algebraic Model (PAM) as hysteresis
model, which uses six real positive parameters pj ∈ R+, j = 0, . . . , 5, in one
algebraic expression in order to describe hysteresis, see [17]. In contrast to other
hysteresis models, the efficiency of PAM lies in its formulation by one algebraic
expression, which takes the static and the dynamic effects into account. The
adapted constitutive law reads as

H = f(B)B + g(∂tB)∂tB −M, (6)

where

f(B) = p0 + p1∥B∥2p2 , g(∂tB) = p3 +
p4√

p25 + ∥∂tB∥2
.

The first expression f(B) of (6) describes the anhysteretic part, which is in
fact similar to the magnetic reluctivity ν, which reflects the BH-curve relation
described by (2). The parameters p0, p1, p2 can be fitted in order to obtain the
same behavior as ν in the classical approach. The second expression g(∂tB)
describes on one hand the macroscopic eddy currents by the parameter p3,
and on the other hand the hysteresis effects, that are considered by p4 and p5,
cf. [17]. As before, M is the permanent magnetization of occurring permanent
magnets. Now, when using the constitutive law (6) instead of (2) and again the
vector potential B = curlA, the underlying eddy current equation considering
hysteresis reads as

σ∂tA+curl

(
f
(
curl(A)

)
curl(A)+g(curl(∂tA)

)
curl(∂tA)

)
= js+curl(M). (7)

The reduction to the spatially two-dimensional case requires the same assump-
tions as above, hence the vector potential A has the same form as in (4), and
we can rewrite (7) as

σ ∂tu− divx
[
f(|∇xu|)∇xu+ g(|∂t∇xu|)∂t∇xu

]
= js − divxM

⊥ (8)

inQ := Ω×(0, T ). In addition to the partial differential equation (8) we consider
homogeneous Dirichlet boundary conditions u = 0 on Σ := ∂Ω× (0, T ), which
implies the induction boundary condition B · n = 0, and the initial condition
u(x, 0) = 0 for x ∈ Ω.
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3. Finite Element Formulation

3.1. Time Stepping Framework. When multiplying the time dependent par-
tial differential equation (8) with a spatial test function v vanishing on ∂Ω,
integrating over Ω and applying integration by parts, we obtain∫

Ω

σ ∂tu v dx+

∫
Ω

[
f(|∇xu|)∇xu+ g(|∂t∇xu|) ∂t∇xu

]
· ∇xv dx (9)

=

∫
Ω

[
js v +M⊥ · ∇xv

]
dx .

Let S1
h(Ω) = span{ϕk}MΩ

k=1 be the standard finite element space of piecewise
linear basis functions ϕk which are defined with respect to an admissible de-
composition of the computational domain Ω into shape regular triangular finite
elements τℓ of the spatial mesh size hx, ℓ = 1, . . . , NΩ, and which are zero on
∂Ω. The semi-discretization of (9) is then equivalent of a system of nonlinear
ordinary differential equations,

[Mh + Ah(u̇h)]u̇(t) +Kh(uh)u(t) = F (t), (10)

where the entries of the mass and stiffness matrices as well as of the load vector
are given by, for j, k = 1, . . . ,MΩ,

Mh[j, k] =

∫
Ω

σ(x)ϕk(x)ϕj(x) dx,

Kh(uh)[j, k] =

∫
Ω

f(|∇xuh(x, t)|)∇xϕk(x) · ∇xϕj(x) dx,

Ah(u̇h)[j, k] =

∫
Ω

g(|∇xu̇h(x, t)|) ∂t∇xϕk(x) · ∇xϕj(x) dx,

Fj(t) =

∫
Ω

[
js(x, t)ϕj(x) +M⊥(x, t) · ∇xϕj(x)

]
dx.

Note that u(t) ∈ RMΩ is the vector of the time dependent coefficients of the
numerical solution

uh(x, t) =

MΩ∑
k=1

uk(t)ϕk(x) .

For time discretization we introduce a temporal mesh size ht and we define time
steps ti = ihi, i = 0, . . . , NT . When considering

uh(x, ti) =

MΩ∑
k=1

uk(ti)ϕk(x) =

MΩ∑
k=1

ui
kϕk(x) = ui

h(x),

and using the backward finite difference scheme

u̇h(x, ti) ≃
1

ht

[uh(x, ti)− uh(x, ti−1)] =
1

ht

MΩ∑
k=1

[ui
k − ui−1

k ]ϕk(x),
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the time discretization of (10) results in a sequence of nonlinear systems of
algebraic equations, i = 1, . . . , NT ,

1

ht

[Mh + Ah([u
i
h − ui−1

h ]/ht)][u
i − ui−1] +Kh(u

i
h)u

i(t) = F (ti), (11)

with the initial condition u0 = 0. At each time step ti, i = 1, . . . , NT , the
nonlinear system (11) is solved via Newton’s method where we use the results
as given in [9] to compute all involved derivatives analytically.

3.2. Space-Time Framework. Next we consider a space-time variational for-
mulation for the eddy current problem(8). We now multiply the transient partial
differential equation (8) with a test function v(x, t) vanishing on Σ = ∂Ω×(0, T ),
and integrate over the space-time domain Q = Ω× (0, T ). Integration by parts
only with respect to the spatial components finally provides the space-time
variational formulation∫ T

0

∫
Ω

σ∂tu v dx dt+

∫ T

0

∫
Ω

f(|∇xu|)∇xu · ∇xv dx dt (12)

+

∫ T

0

∫
Ω

g(|∂t∇xu|)∂t∇xu · ∇xv dx dt =

∫ T

0

∫
Ω

[
js v +M⊥ · ∇xv

]
dx dt.

Let S1
h(Q) = span{φk}

MQ

k=1 be the space-time finite element space of piecewise
linear basis functions φk which are defined with respect to an admissible de-
composition of the space-time domain Q into tetrahedral finite elements qℓ,
ℓ = 1, . . . , NQ of mesh size h, and which are zero at initial time t = 0, and on
the lateral boundary Σ. However, since second order derivatives occur in the
weak formulation (12), we can not use S1

h(Q) for a conforming finite element
discretization of (12). Instead, we use the substitution p(x, t) := ∂tu(x, t) to
rewrite (12) as∫ T

0

∫
Ω

σ∂tu v dx dt+

∫ T

0

∫
Ω

f(|∇xu|)∇xu · ∇xv dx dt (13)

+

∫ T

0

∫
Ω

g(|∇xp|)∇xp · ∇xv dx dt =

∫ T

0

∫
Ω

[
js v +M⊥ · ∇xv

]
dx dt,

together with a second variational formulation∫ T

0

∫
Ω

p(x, t)q(x, t) dx dt =

∫ T

0

∫
Ω

∂tu(x, t)q(x, t) dx dt. (14)

Since p = ∂tu only has zero boundary conditions on Σ, there are no initial
conditions at t = 0. For the space-time finite element approximation of p we

therefore have to used the extended finite element space S̃1
h(Q) = span{φk}

M̃Q

k=1,

where the additional basis functions φk, k = MQ+1, . . . , M̃Q are related to the
nodes at t = 0. The space-time finite element discretization of the system (13)
and (14) is then equivalent to a system of nonlinear algebraic equations,(

Bh +Kh(uh) Ah(ph)

−B̃h Mh

)(
u

p

)
=

(
F

0

)
, (15)
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where the entries of the block matrices are given by, for k, ℓ = 1, . . . ,MQ and

i, j = 1, . . . , M̃Q,

Bh[ℓ, k] =

∫ T

0

∫
Ω

σ(x) ∂tφk(x, t)φℓ(x, t) dx dt,

Kh(uh)[ℓ, k] =

∫ T

0

∫
Ω

f(|∇xuh(x, t)|)∇xφk(x, t) · φℓ(x, t) dx dt,

Ah(ph)[ℓ, i] =

∫ T

0

∫
Ω

g(|∇xph|)∇xφi(x, t) · ∇xφℓ(x, t) dx dt,

Mh[j, i] =

∫ T

0

∫
Ω

φi(x, t) · φj(x, t) dx dt,

B̃h[j, k] =

∫ T

0

∫
Ω

∂tφk(x, t)φj(x, t) dx dt .

In addition, the entries of the load vector are given as

Fℓ =

∫ T

0

∫
Ω

[
js(x, t)φℓ(x, t) +M⊥(x, t) · ∇xφℓ(x, t)

]
dx dt, ℓ = 1, . . . ,MQ,

and u ∈ RMQ and p ∈ RM̃Q are the coefficient vectors of the finite element
functions uh and ph, respectively. Since the space-time mass matrix Mh is

invertible, we can compute p = M−1
h B̃hu ↔ ph to conclude the nonlinear Schur

complement system [
Bh +Kh(uh) + Ah(ph)M

−1
h B̃h

]
u = F . (16)

To solve the global nonlinear system (16), we use an exact Newton method
with Armijo’s damping strategy [18], where the linearized system of each New-
ton iteration is solved with the parallel direct solver MUMPS supported by
PETCs [19], which is based on a mesh decomposition method provided by the
finite element library Netgen/NGSolve [20].

4. Numerical Results

In this section we want to compare the proposed methods. While the space-
time formulation (16) has to deal with a three-dimensional problem, which is
further blown up to a system for the additional variable ph, the time-stepping
method simply considers the two-dimensional spatial problem. However, the
large system of the space-time method needs to be solved in parallel only once,
whereas the time-stepping method needs to solve the spatial problem sequen-
tially for each time step. The upcoming examples will first give a comparison
between these two methods with respect to an academic model problem. Sec-
ondly, the Team problem 32 [21] will be considered, which verifies the appli-
cability of the proposed hysteresis problem (6) as well as the accuracy of the
introduced methods for solving the eddy current equation including hysteresis.
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Figure 1. Left: The domain Ω = (0, 1)2 consisting of two mate-
rials Ωcu (in blue) and Ωfe (in red). Right: The space-time mesh
Q = Ω × (0, T ), which has 100 time slices in temporal direction,
53.530 nodes and 293.400 elements.

4.1. Simple Geometry. The first example considers a two-dimensional spatial
domain Ω = (0, 1)2, which consists of two different materials, Ωcu = (0, 25, 0.75)2

consisting of copper through which the excitation js passes, and Ωfe = Ω \ Ωcu

consisting of iron in which the hysteresis model is obtained. The final time is
given as T = 1.25. Figure 1 shows the spatial domain, as well as the structured
space-time mesh for the space-time finite element method. Furthermore, we use
the following parameters,

σ(x) =

{
0 in Ωcu,

0.01 in Ωfe,
f(|∇xu|) =

{
107

4π
in Ωcu,

p0 + p1|∇xu|2p2 in Ωfe,

js(x, t) =

{
2000 sin(2πt) in Ωcu,

0 in Ωfe,
g(|∂t∇xu|) =

{
0 in Ωcu,

p3 + p4√
p25+|∂t∇xu|2

in Ωfe,

where p0 = 75.6, p1 = 0.0223, p2 = 11.47, p3 = 0.0001, p4 = 65.8, p5 = 1. Note
that, the equivalence g(|∇xp|) = g(|∂t∇xu|) holds on the continuous level, and
that M⊥ = (0, 0)⊤, since no permanent magnets occur. Figure 2 visualizes the
magnetic flux density Bx (in the x-component) as well as the hysteresis curve
and yields that both methods produce almost the same results.

4.2. Two-Phase Transformer – TEAM Problem 32. Our second example
is a two-phase transformer given by the TEAM problem 32 [21], which presents
the electric field simulation including hysteresis on a three limbed ferromagnetic
core with two thin windings, see Figure 3. The two-dimensional computational
domain Ω has the same dimensions as in [21] and consists of three different
materials, the iron core Ωfe, the windings Ωcu at the external limbs and air Ωa.
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Figure 2. Left: The magnetic flux density Bx over time. Right:
The BH-curve indicating the hysteresis effect.

The considered time span is for T = 0.1 and the parameters are

σ(x) =

{
0 in Ωcu ∪ Ωa,

0 in Ωfe,
f(|∇xu|) =

{
107

4π
in Ωcu ∪ Ωa

p0 + p1|∇xu|2p2 in Ωfe,

js(x, t) =

{
j̃(t) in Ωcu,

0 in Ωfe ∪ Ωa,
g(|∂t∇xu|) =

{
0 in Ωcu ∪ Ωa

p3 + p4√
p25+|∂t∇xu|2

in Ωfe,

where p0 = 181, 88232, p1 = 0.267053, p2 = 8.999565, p3 = 0.00001, p4 =
0.0001, p5 = 50 and the current density j̃ is a B-spline interpolation of the
measured current values from [21] multiplied with 90, the number of turns, and
divided by the area of the winding, cf. Figure 5. Since no permanent magnets
occur, we have M⊥ = (0, 0)⊤. Figure 4 depicts the magnetic flux density By (in
the y-component), which shows, that both methods agree well. It also visualizes
the BH-curve, in which the hysteresis effect is visible and both methods indicate
this behavior very well.

5. Conclusion

In this paper, we have formulated the eddy current approximation derived
from Maxwell’s equations in the low-frequency regime, incorporating a specific
hysteresis model for the numerical simulation of electromagnetic fields. The
nonlinear hysteresis model PAM is represented by a single algebraic expression,
making it an efficient choice for capturing hysteresis effects. To solve the re-
sulting nonlinear time-dependent PDE, we employed two different numerical
approaches. The first is a classical semi-discretization method, where the finite
element method is used for spatial discretization, followed by an implicit time-
stepping scheme. The second approach is a space-time finite element method,
which requires solving a saddle-point system but allows the entire problem to
be solved at once, enabling parallel computations in spatial and temoral direc-
tions simultaneously. Finally, we compared both methods and demonstrated
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Figure 3. Left: The domain Ω of the transformer consisting of
the iron core Ωfe (in gray), the windings Ωcu (in green and red)
and air Ωa (in blue). Right: The space-time mesh Q = Ω×(0, T ),
which has 100 time slices in temporal direction, 91.405 nodes and
206856 elements.
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Figure 4. Left: The magnetic flux density Bx over time. Right:
The BH-curve indicating the hysteresis effect.

the applicability of the hysteresis model by achieving similar simulation results.
However, the main advantage of space-time finite element methods is the possi-
bility to use adaptivity simultaneously in space and time in order to resolve the
potential u locally, and therefore reduce the total number of degrees of freedom
to reach a prescribed accuracy. A more detailed numerical analysis of such an
adaptive space-time finite element approach will be done in future research.

Acknowledgements. This work was supported by the joint DFG/FWF Collaborative Re-

search Centre CREATOR (DFG: Project-ID 492661287/TRR 361; FWF: 10.55776/F90) at
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Figure 5. The current density spline j̃ (in blue) interpolated
with respect to the measured values (in orange) of test case 1A
from [21].
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