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Abstract

In this note we prove in the case of a Lipschitz interface the stability of the
coupling of finite and boundary element methods when the direct boundary integral
equation with single and double layer potentials is used only. In particular we prove
an ellipticity estimate of the coupled bilinear form. Hence we can use standard
arguments to derive stability and error estimates for the Galerkin discretization for
all pairs of finite and boundary element trial spaces.

1 Introduction

The coupling of finite and boundary element methods is of increasing interest in many
applications in engineering and science, e.g. in acoustic and electromagnetic scattering,
in electromagnetism, and in elasticity to name a few of them. In particular, boundary
integral equation methods can be used to handle partial differential equations with constant
coefficients in unbounded domains, while finite element methods are more favourable when
dealing with partial differential equations in bounded domains with varying coefficients, or
even nonlinear equations.
First approaches to couple finite and boundary element methods are based on the use of
either indirect single or double layer potentials, or the direct approach with both single and
double layer potentials [1, 5], see also [6]. When the stability analysis of the coupled scheme
is based on the use of a G̊arding inequality of the related bilinear form, the compactness
of the double layer potential has to be assumed which allows the consideration of smooth
interface boundaries only. An alternative approach is to consider a sufficient accurate
discretization, i.e. by using a much finer boundary element mesh to approximate the
Neumann data, of the boundary integral equation to ensure the ellipticity of the boundary
element approximation of the related Dirichlet to Neumann map [17], see also [7]. While
a rigorous mathematical analysis was not yet available at that time, several numerical
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examples indicated the stability of this coupling scheme for more general situations, see,
e.g., [4].
In [2], a symmetric coupling of finite and boundary element methods was introduced which
allows a rigorous stability and error analysis of the coupled scheme. Moreover, precondi-
tioned parallel iterative solution strategies are available for the symmetric coupling, see,
e.g., [9]. The symmetric formulation of boundary integral equations is based on the use
of a second, the so–called hypersingular boundary integral equation. Despite of the fact,
that the bilinear form of the hypersingular boundary integral operator can be rewritten
as a weakly singular integral due to integration by parts [11], the use of the symmetric
formulation is still not popular in engineering and for more advanced applications. Hence
there is still a great interest in the coupling of finite elements with the first boundary
integral equation only, which is also simpler to implement.
In a recent paper [13] the stability of the standard finite and boundary element coupling
scheme was proven for the first time. The proof in [13] is based on a variational argument
in the context of convolution quadrature methods.
In this paper we will present an alternative proof for the stability of the finite and boundary
element coupling in the case of a Lipschitz interface. We restrict our considerations to the
case of a space free Poisson equation, but the stability results can be stated also for more
general situations. In particular we prove an ellipticity estimate of the combined bilinear
form which allows us to use Cea’s lemma to derive stability and related error estimates. An
essential ingredient is the use of different variational and boundary integral formulations
of the Steklov–Poincaré operator [14] which is involved in the Dirichlet to Neumann map
associated to the interior Dirichlet boundary value problem. The second important tool is
the use of some natural Sobolev norms in H±1/2(Γ) which are induced by the single layer
potential and its inverse as introduced in [16].
For a review on boundary integral equation methods and results on the mapping properties
of boundary integral operators we refer in particular to [3, 8, 10, 15].

2 Non–symmetric BEM/FEM coupling

For a bounded domain Ω ⊂ R
n (n = 2, 3) with a Lipschitz boundary Γ = ∂Ω we consider

the free space transmission boundary value problem

−∆ui(x) = f(x) for x ∈ Ω, −∆ue(x) = 0 for x ∈ Ωc := R
n\Ω (2.1)

with the interface boundary conditions

ui(x) = ue(x),
∂

∂nx

ui(x) =
∂

∂nx

ue(x) for x ∈ Γ, (2.2)

and with the radiation boundary condition

u(x) = O

(
1

|x|

)
as |x| → ∞. (2.3)
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Note that f ∈ L2(Ω) is a given function, and nx is the exterior normal vector which is
defined for almost all x ∈ Γ. In the two–dimensional case n = 2 we assume the scaling
condition diam Ω < 1.
The variational formulation of the interior Poisson equation in (2.1) is to find ui ∈ H1(Ω)
such that ∫

Ω

∇ui(x) · ∇v(x)dx =

∫

Ω

f(x)v(x)dx+

∫

Γ

∂

∂nx

ui(x)v(x)dsx (2.4)

is satisfied for all v ∈ H1(Ω). The solution of the exterior Laplace equation in (2.1)
satisfying the radiation condition (2.3) is given by the representation formula

ue(x) = −

∫

Γ

U∗(x, y)
∂

∂ny

ue(y)dsy +

∫

Γ

∂

∂ny

U∗(x, y)ue(y)dsy for x ∈ Ωc, (2.5)

where

U∗(x, y) =





−
1

2π
log |x− y| for n = 2,

1

4π

1

|x− y|
for n = 3

is the fundamental solution of the Laplace operator. To ensure that the solution ue as
given by the representation formula (2.5) fulfils the radiation condition (2.3) also in the
two–dimensional case n = 2 we need to assume that the normal derivative

t(x) :=
∂

∂nx
ue(x)

satisfies the scaling condition, see, e.g., [15, Lemma 6.21],
∫

Γ

t(x) dsx = 0 . (2.6)

From (2.5) we obtain the boundary integral equation for x ∈ Γ

(V t)(x) = −
1

2
ue(x) + (Kue)(x), (2.7)

where

(V t)(x) =

∫

Γ

U∗(x, y)t(y)dsy, (Kue)(x) =

∫

Γ

∂

∂ny
U∗(x, y)ue(y)dsy

denote the single and double layer potential, respectively. When inserting the interface
boundary conditions (2.2) into the variational formulation (2.4) and into the boundary
integral equation (2.7) we end up with a variational problem to find ui ∈ H1(Ω) and
t ∈ H−1/2(Γ) such that

∫

Ω

∇ui(x) · ∇v(x)dx−

∫

Γ

t(x)v(x)dsx =

∫

Ω

f(x)v(x)dx (2.8)
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is satisfied for all v ∈ H1(Ω) and

〈V t, τ〉Γ + 〈(
1

2
I −K)ui, τ〉Γ = 0 (2.9)

is satisfied for all τ ∈ H−1/2(Γ).
When choosing in (2.8) as test function v = 1 this gives

−

∫

Γ

t(x) dsx =

∫

Ω

f(x) dx . (2.10)

Hence, in the two–dimensional case n = 2 we have to assume the solvability condition

∫

Ω

f(x) dx = 0 (2.11)

to ensure the required scaling condition (2.6).
Since the single layer potential V : H−1/2(Γ) → H1/2(Γ) is bounded and H−1/2(Γ)–elliptic,
we may choose the natural density weq = V −11 as a test function in (2.9),

〈t, 1〉Γ + 〈(
1

2
I −K)ui, V

−11〉Γ = 0 .

By using the equilibrium condition (2.10) and the symmetry relation KV = V K ′, see, e.g.,
[8, 15, 16], with the adjoint double layer potential operator K ′ we obtain

∫

Ω

f(x)dx = 〈(
1

2
I −K)ui, V

−11〉Γ

= 〈ui, weq〉Γ − 〈ui, (
1

2
I +K ′)V −11〉Γ

= 〈ui, weq〉Γ − 〈ui, V
−1(

1

2
I +K)1〉Γ = 〈ui, weq〉Γ

due to (1
2
I +K)1 = 0. Hence we may introduce the splitting

ui(x) = u0 + ũi(x) for x ∈ Ω (2.12)

where ũi ∈ H1(Ω) satisfies the scaling condition

〈ũi, weq〉Γ = 0, (2.13)

and where the constant u0 is given by

u0 =
1

〈1, weq〉Γ

∫

Ω

f(x) dx =
1

〈V weq, weq〉Γ

∫

Ω

f(x) dx . (2.14)
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Due to the solvability condition (2.11) in the two–dimensional case n = 2 we obtain u0 = 0
in this case.
Instead of the coupled variational formulation (2.8) and (2.9) we now consider a modified
variational problem to find (ũi, t) ∈ H1(Ω) ×H−1/2(Γ) such that

∫

Ω

∇ũi(x) · ∇v(x)dx+ 〈ũi, weq〉Γ〈v, weq〉Γ − 〈t, v〉Γ (2.15)

+〈V t, τ〉Γ + 〈(
1

2
I −K)ũi, τ〉Γ =

∫

Ω

f(x)v(x)dx− 〈u0, τ〉Γ

is satisfied for all (v, τ) ∈ H1(Ω) ×H−1/2(Γ).
By construction we have seen that any solution of the coupled variational problem (2.8)
and (2.9) is also a solution of the modified variational problem (2.15). But also the reverse
is true.

Lemma 2.1 Any solution (ũi, t) ∈ H1(Ω) ×H−1/2(Γ) of the modified variational problem

(2.15) implies a solution (ũi +u0, t) ∈ H1(Ω)×H−1/2(Γ) of the coupled variational problem

(2.8) and (2.9). Moreover, ũi satisfies the scaling condition (2.13).

Proof. Let (ũi, t) ∈ H1(Ω)×H−1/2(Γ) be any solution of the modified variational problem
(2.15). By choosing v = 1 and τ = 0 this gives

〈ũi, weq〉Γ〈1, weq〉Γ − 〈t, 1〉Γ =

∫

Ω

f(x)dx

while by choosing v = 0 and τ = weq = V −11 we obtain

〈t, 1〉Γ = −〈u0, weq〉Γ = −

∫

Ω

f(x) dx .

Hence we conclude
〈ũi, weq〉Γ = 0 .

Then it is a direct consequence that (ũi + u0, t) ∈ H1(Ω) ×H−1/2(Γ) is also a solution of
the coupled variational problem (2.8) and (2.9).

Associated to the modified variational formulation (2.15) we introduce the bilinear form

a(u, t; v, τ) :=

∫

Ω

∇u(x) · ∇v(x)dx+ 〈u, weq〉Γ〈v, weq〉Γ − 〈t, v〉Γ (2.16)

+〈V t, τ〉Γ + 〈(
1

2
I −K)u, τ〉Γ

which is bounded for all (u, t), (v, τ) ∈ H1(Ω) ×H−1/2(Γ). To ensure unique solvability of
the modified variational formulation (2.15) as well as stability of a related Galerkin scheme
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we need to establish some ellipticity or coercivity estimate of the bilinear form (2.16). First
we note that

‖v‖2
H1(Ω),Γ =

∫

Ω

|∇v(x)|2dx+ [〈v, weq〉Γ]2

defines an equivalent norm in H1(Ω), see, e.g., [15, Theorem 2.6], while

‖τ‖2
V = 〈V τ, τ〉Γ

defines an equivalent norm in H−1/2(Γ). For (v, τ) ∈ H1(Ω) ×H−1/2(Γ) we then obtain

a(v, τ ; v, τ) = ‖v‖2
H1(Ω),Γ + ‖τ‖2

V − 〈(
1

2
I +K)v, τ〉Γ. (2.17)

The form (2.17) is coercive satisfying a G̊arding inequality when we assume that the double
layer potential K : H1/2(Γ) → H1/2(Γ) is compact. In this case, stability of the related
Galerkin scheme follows asymptotically when using standard results for the Galerkin ap-
proximation of compact perturbations of elliptic equations. But the compactness of the
double layer potential K allows the consideration of smooth interface boundaries Γ only.
Instead of a G̊arding inequality we will prove an ellipticity estimate for the form (2.17)
from which we can derive stability and error estimates in a standard way. In what follows
we state the main result of this paper.

Theorem 2.2 The bilinear form as defined in (2.16) is H1(Ω) ×H−1/2(Γ)–elliptic, i.e.

a(v, τ ; v, τ) ≥
1

2

[
‖v‖2

H1(Ω),Γ + ‖τ‖2
V

]
for all (v, τ) ∈ H1(Ω) ×H−1/2(Γ) . (2.18)

The proof of Theorem 2.2 will be given in Sect. 4.
Now we are in a position to describe the Galerkin discretization of the modified variational
problem (2.15). Let

VH = span{ϕi}
Mi
i=1 ⊂ H1(Ω) (2.19)

be some finite element subspace which is defined with respect to some admissible domain
mesh with the finite element mesh size H , and let

Zh = span{ψk}
Ne
k=1 ⊂ H−1/2(Γ) (2.20)

be some boundary element space which is defined with respect to some admissible bound-
ary element mesh with mesh size h. For example, we may consider piecewise linear and
continuous basis functions ϕi, and piecewise constant basis functions ψk, but any other
choice of trial spaces satisfying an approximation property can be used as well.
The Galerkin discretization of the modified variational problem (2.15) leads to a linear
system of algebraic equations

(
Vh

1
2
Mh −Kh

−M⊤
h AH

)(
t

ũ

)
=

(
g

f

)
(2.21)
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where the boundary element block matrices are defined as

Vh[ℓ, k] = 〈V ψk, ψℓ〉Γ, Mh[ℓ, i] = 〈ϕi, ψℓ〉Γ, Kh[ℓ, i] = 〈Kϕi, ψℓ〉Γ

for k, ℓ = 1, . . . , Ne, i = 1, . . . ,Mi, and the modified finite element stiffness matrix is given
by

AH [j, i] =

∫

Ω

∇ϕi(x) · ∇ϕj(x) dx+ 〈ϕi, weq〉Γ〈ϕj, weq〉Γ

for i, j = 1, . . . ,Mi. The block vectors of the right hand side in (2.21) are given by

fj =

∫

Ω

f(x)ϕj(x)dx for j = 1, . . . ,Mi, gℓ = −〈u0, ψℓ〉Γ for ℓ = 1, . . . , Ne.

Since the bilinear form (2.16) is H1(Ω) × H−1/2(Γ)–elliptic, stability of the Galerkin ap-
proximation of the modified variational problem (2.15) follows, and by Cea’s lemma we
have the energy error estimate

‖ũi − ũi,H‖H1(Ω) + ‖t− th‖H−1/2(Γ) ≤ c

{
inf

vH∈VH

‖ũi − vH‖H1(Ω) + inf
τh∈Zh

‖t− τh‖H−1/2(Γ)

}
.

(2.22)
Therefore, convergence follows from the regularity of the solution (ũi, t) and from the
approximation properties of both the finite and boundary element trial spaces, VH and Zh.

3 Dirichlet to Neumann maps

The proof of Theorem 2.2 is essentially based on different representations of the Dirichlet
to Neumann map which is related to the solution of the interior Dirichlet boundary value
problem

−∆u(x) = 0 for x ∈ Ω, u(x) = g(x) for x ∈ Γ (3.1)

whose weak solution u ∈ H1(Ω), u(x) = g(x) for x ∈ Γ, is the unique solution of the
variational problem

∫

Ω

∇u(x) · ∇v(x) dx = 0 for all v ∈ H1
0 (Γ). (3.2)

Since u ∈ H1(Ω) is the weak solution of the Dirichlet boundary value problem (3.1) we
can define the related normal derivative λ(x) := nx · ∇u(x) for almost all x ∈ Γ by means
of Green’s first formula, i.e. λ ∈ H−1/2(Γ) satisfies

∫

Γ

λ(x)v(x)dsx =

∫

Ω

∇u(x) · ∇v(x)dx for all v ∈ H1(Ω). (3.3)
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Hence, by solving the Dirichlet boundary value problem (3.1) and by defining the normal
derivative λ via (3.3) we obtain the Dirichlet to Neumann map

λ(x) = (Sig)(x) for almost all x ∈ Γ, (3.4)

where the Steklov–Poincaré operator Si : H1/2(Γ) → H−1/2(Γ) is defined implicitly by
solving the Dirichlet boundary value problem (3.1).
Instead of the variational definition (3.3) of the Steklov–Poincaré operator Si we now
consider equivalent definitions of the Steklov–Poincaré operator which are based on the
use of boundary integral equations.
The solution of the Dirichlet boundary value problem (3.1) is given by the representation
formula

u(x) =

∫

Γ

U∗(x, y)λ(y)dsy −

∫

Γ

∂

∂ny

U∗(x, y)g(y)dsy for x ∈ Ω (3.5)

where U∗(x, y) is again the Laplace fundamental solution. From (3.5) we obtain a system
of two boundary integral equations on Γ,

(
g

λ

)
=

( 1
2
I −K V

D 1
2
I +K ′

)(
g

λ

)
(3.6)

where in addition to the single and double layer potentials V and K we used the adjoint
double layer potential K ′ and the hypersingular boundary integral operator D for x ∈ Γ,

(K ′λ)(x) =

∫

Γ

∂

∂nx
U∗(x, y)λ(y)dsy, (Dg)(x) = −

∂

∂nx

∫

Γ

∂

∂ny
U∗(x, y)g(y)dsy.

Since the single layer potential V is invertible, we solve the first equation in (3.6) to obtain
the Dirichlet to Neumann map

λ(x) = V −1(
1

2
I +K)g(x) for almost all x ∈ Γ. (3.7)

Inserting (3.7) into the second equation of (3.6) this results in a second boundary integral
representation of the Dirichlet to Neumann map,

λ(x) = (Dg)(x) + (
1

2
I +K ′)V −1(

1

2
+K)g(x) for almost all x ∈ Γ. (3.8)

Since the solution of the Dirichlet boundary value problem (3.1) is unique, the Dirichlet
to Neumann map λ = Sig is unique for all g ∈ H1/2(Γ), and therefore, all representations
as introduced in (3.3), (3.7) and (3.8) coincide.
In the proof of Theorem 2.2 we will replace the Dirichlet to Neumann map λ = Sig which is
originally defined via the variational formulation (3.3) by the equivalent symmetric bound-
ary integral representation (3.8), in particular we will use the Steklov–Poincaré operator

Si = D + (
1

2
I +K ′)V −1(

1

2
I +K) : H1/2(Γ) → H−1/2(Γ) . (3.9)
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4 Proof of Theorem 2.2

To prove the ellipticity estimate of Theorem 2.2 we first consider the form (2.17),

a(v, τ ; v, τ) =

∫

Ω

|∇v(x)|2dx+ [〈v, weq〉Γ]2 + 〈V τ, τ〉Γ − 〈(
1

2
I +K)v, τ〉Γ . (4.1)

For v ∈ H1(Ω) we consider the splitting v = vΓ + ṽ where vΓ is the harmonic extension of
v|Γ, i.e. vΓ ∈ H1(Ω) is the weak solution of the Dirichlet boundary value problem

−∆vΓ(x) = 0 for x ∈ Ω, vΓ(x) = v(x) for x ∈ Γ.

In particular, vΓ ∈ H1(Ω), vΓ(x) = v(x) for x ∈ Γ, solves
∫

Ω

∇vΓ(x) · ∇z(x)dx = 0 for all z ∈ H1
0 (Ω).

By construction we also have ṽ ∈ H1
0 (Ω). Hence we obtain

∫

Ω

|∇v(x)|2dx =

∫

Ω

|∇(vΓ(x) + ṽ(x))|2dx =

∫

Ω

|∇vΓ(x)|2dx+

∫

Ω

|∇ṽ(x)|2dx . (4.2)

By using Greens first formula we further conclude
∫

Ω

|∇vΓ(x)|2dx =

∫

Γ

∂

∂nx
vΓ(x)vΓ(x)dsx =

∫

Γ

(SivΓ)(x)vΓ(x)dsx

where Si : H1/2(Γ) → H−1/2(Γ) is the Steklov–Poincaré operator which realizes the Dirich-
let to Neumann map when considering an interior Dirichlet boundary value problem for
the Laplace equation. Hence we can rewrite the form (4.1) as

a(v, τ ; v, τ) =

∫

Ω

|∇ṽ(x)|2dx+[〈v, weq〉Γ]2+〈SivΓ, vΓ〉Γ+〈V τ, τ〉Γ−〈(
1

2
I+K)v, τ〉Γ . (4.3)

By definition we have vΓ(x) = v(x) for x ∈ Γ. Therefore, by using the symmetric boundary
integral representation (3.9) of the Steklov–Poincaré operator Si we further obtain

〈Siv, v〉Γ + 〈V τ, τ〉Γ − 〈(
1

2
I +K)v, τ〉Γ

= 〈Dv, v〉Γ + 〈V −1(
1

2
I +K)v, (

1

2
I +K)v〉Γ + 〈V τ, τ〉Γ − 〈(

1

2
I +K)v, τ〉Γ

= 〈Dv, v〉Γ + ‖(
1

2
I +K)v‖2

V −1 + ‖τ‖2
V − 〈(

1

2
I +K)v, τ〉Γ

where
‖ · ‖V −1 :=

√
〈V −1·, ·〉Γ
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defines an equivalent norm in H1/2(Γ). With the bound, see, e.g. [16],

∣∣∣〈(
1

2
I +K)v, τ〉Γ

∣∣∣ ≤ ‖(
1

2
I +K)v‖V −1‖τ‖V ,

we conclude

〈Siv, v〉Γ + 〈V τ, τ〉Γ − 〈(
1

2
I +K)v, τ〉Γ

≥ 〈Dv, v〉Γ + ‖(
1

2
I +K)v‖2

V −1 + ‖τ‖2
V − ‖〈(

1

2
I +K)v‖V −1‖τ‖V

= 〈Dv, v〉Γ +
1

2
‖(

1

2
I +K)v‖2

V −1 +
1

2
‖τ‖2

V +
1

2

(
‖τ‖V − ‖(

1

2
I +K)v‖V −1

)2

≥
1

2

[
〈Dv, v〉Γ + ‖(

1

2
I +K)v‖2

V −1 + ‖τ‖2
V

]

=
1

2

[
〈Siv, v〉Γ + ‖τ‖2

V

]
.

Hence we obtain

a(v, τ ; v, τ) ≥

∫

Ω

|∇ṽ(x)|2dx+ [〈v, weq〉Γ]2 +
1

2

[
〈SivΓ, vΓ〉Γ + ‖τ‖2

V

]

≥
1

2



∫

Ω

|∇ṽ(x)|2dx+

∫

Ω

|∇vΓ(x)|2dx+ [〈v, weq〉Γ]2 + ‖τ‖2
V




=
1

2

[
‖v‖2

H1(Ω),Γ + ‖τ‖2
V

]

as stated in Theorem 2.2.

5 Extensions

The solution of the free space partial differential equation (2.1)–(2.3) requires the consid-
eration of the modified variational problem (2.15), which involves the use of the natural
density weq = V −11. Although it is possible to compute a boundary element approximation
weq,h ∈ Zh in advance, see, e.g., [12], such an approach is not needed when considering
boundary conditions in addition, e.g., Dirichlet boundary conditions on some (interior)
Dirichlet part of the multiple connected domain Ω, as considered, for example, in [6]. This
reflects only the unique solvability of the partial differential equation, but not the stable
coupling of finite and boundary elements across the interface.
Of more practical interest is the coupling of finite and boundary element methods when
the partial differential equation in Ω involves varying coefficients, i.e. instead of (2.1) we
consider the partial differential equations

−div[α(x)∇ui(x)] = f(x) for x ∈ Ω, −∆ue(x) = 0 for x ∈ Ωe (5.1)
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together with the transmission conditions (2.2) and the radiation condition (2.3). In this
case the bilinear form (2.16) has to be replaced by the modified bilinear form

ã(u, t; v, τ) =

∫

Ω

α(x)∇u(x) · ∇v(x)dx+ 〈u, weq〉Γ〈v, weq〉Γ − 〈t, v〉Γ

+〈V t, τ〉Γ + 〈(
1

2
I −K)u, τ〉Γ

= a(u, t; v, τ) +

∫

Ω

[α(x) − 1]∇u(x) · ∇v(x)dx . (5.2)

Hence we can ensure ellipticity of the modified bilinear form (5.2) when assuming

α(x) − 1 ≥ 0 for all x ∈ Ω.

This condition is usually satisfied, since in most cases air is modelled in the exterior domain
Ωc, while in the interior domain Ω some material parameters with α(x) > 1 are considered.
The same arguments can be used when considering in Ω nonlinear partial differential
equations, in particular in elasticity problems, see, e.g., [7].
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