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Abstract
We present a novel approach to the parallelization of the parabolic fast multipole method for
a space-time boundary element method for the heat equation. We exploit the special temporal
structure of the involved operators to provide an efficient distributed parallelization with respect
to time and with a one-directional communication pattern. On top, we apply a task-based
shared memory parallelization and SIMD vectorization. In the numerical tests we observe high
efficiencies of our parallelization approach.
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1. Introduction

Space-time methods have become a popular subject of research in recent years, e.g., see
the proceedings [1]. Current advances in high performance computing (HPC) have facilitated
this trend and both fields of research have benefited mutually. On the one hand, increasing
computing power enables the solution of huge systems occurring in real-world problems. On the5

other hand, global space-time matrices allow to develop solvers with better parallel scalability.
Classical approaches to a parallel solution of time-dependent partial differential equations use
some decomposition in space together with time-stepping algorithms which are sequential with
respect to time and thus limit the parallelization to the spatial components. Therefore, parallel-in-
time algorithms, such as parareal [2] or space-time parallel multigrid [3] have gained popularity10

recently, as they enable parallelization in both spatial and temporal dimensions and restore
scalability on large numbers of CPUs. Boundary element methods (BEM) have certain advantages
over volume-based methods (such as the finite element method) with respect to parallelization.
Because of its high computational intensity and the dense structure of its system matrices, the
use of BEM can help to leverage the full potential of modern many-core CPUs equipped with15

wide SIMD (Single Instruction Multiple Data) registers or GPU accelerators.
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Email address: michal.merta@vsb.cz (Michal Merta)

Preprint submitted to a journal July 1, 2021



Space-time boundary element methods for the solution of the transient heat equation have
been known for a relatively long time [4, 5, 6]. These methods describe solutions by bound-
ary data only, which reduces the number of unknowns significantly compared to volume-based
methods. However, the corresponding system matrices are dense which leads to high compu-20

tational and memory complexities of a standard BEM. Therefore, several fast and data-sparse
algorithms (such as Fourier series and FFT [7, 8], the parabolic FMM [9, 10], or a fast sparse
grid method [11]) have been developed to provide efficient solvers with almost linear complex-
ity. The parabolic fast multipole method (pFMM) has originally been described for Nyström
discretizations [9, 10] and has been extended to Galerkin discretizations [12, 13] later on. It is25

based on a clustering of the computational domain in both space and time and an approximation
of interactions in well-separated clusters by truncated series expansions. The resulting method
can be seen as a combination of a one-dimensional FMM in time and fast Gauss transforms in
space. Commonly, the related space-time system is solved by some sort of block forward elimi-
nation successively, i.e., like a sequential time-stepping scheme. While this is beneficial in terms30

of memory requirements, the parallelization is limited to the spatial components.
Many publications have been devoted to the efficient implementation and parallelization of

the FMM (see, e.g., [14, 15, 16, 17, 18, 19]) mainly for particle simulations, but also for the
solution of classical spatial boundary integral equations [20, 21], and, less frequently, space-time
boundary integral equations [22]. A parallelization of a standard Galerkin space-time BEM for35

the heat equation in two spatial dimensions was considered in [23].
Here we present a novel parallel version of a space-time FMM for a Galerkin space-time BEM

for the heat equation in three spatial dimensions based on the pFMM. We enable parallelization
in time by solving the whole space-time system at once. Instead of simply transferring one of the
parallelization approaches of spatial FMMs to our setting, we use a different concept to tailor40

our parallel algorithm to the special structure of the pFMM. The presented method employs a
distribution of the space-time cluster tree with respect to time among MPI (Message Passing
Interface) processes. In particular, we exploit the causality of the operators which leads to a
one-directional communication in the temporal component. In addition, the computation on
individual processes is parallelized in shared memory using OpenMP tasks with explicitly stated45

dependencies [24].
Our parallelization approach in shared and distributed memory is based on a data driven

model, instead of a bulk-synchronous parallelization often used in scientific codes. We use a
two-level task-based concept for the parallelization of the space-time FMM. We group FMM
operations as tasks along the underlying temporal tree which reflects the communication pattern50

of our distribution. This provides a first coarse granularity to represent the dependencies of
the FMM data/operations and to steer the load balancing and the MPI parallelization. By
executing tasks (grouped FMM operations) based on individual dependencies, we overcome the
strict separation of phases of classical FMM and can arrange the grouped operations more flexibly.
This allows us to hide communication and to fill eventual idle times by independent tasks. When55

it comes to the execution of temporal tasks on a single MPI process we generate a fine granularity
by creating multiple tasks for the related space-time operations by OpenMP. Here the OpenMP
tasks scheduler can serve as a buffer for the created OpenMP tasks keeping the cores busy during
the computation.

Our numerical experiments cover SIMD vectorization, shared memory performance using up60

to 36 cores, and scalability tests of the distributed memory parallelization with up to 256 MPI
processes (6144 cores). In these tests we observe high efficiencies of our parallelization approach.
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The structure of this paper is as follows. In Section 2 we briefly describe the boundary
integral formulation of the Dirichlet initial boundary value problem of the heat equation and its
discretization using space-time BEM. We provide a comprehensive description of the space-time65

FMM for a Galerkin BEM in Section 3. This serves as a basis for the detailed presentation of our
parallelization concept in Section 4. Finally, numerical experiments and conclusions are provided
in Section 5 and Section 6.

2. Boundary integral formulation of the heat equation and its discretization

We consider the Dirichlet boundary value problem of the transient heat equation with the
heat capacity constant α > 0 and zero initial condition for a bounded Lipschitz domain Ω ⊂ R3

with boundary Γ = ∂Ω as a model problem:

∂

∂t
u(x, t)− α∆u(x, t) = 0 for (x, t) ∈ Ω × (0, T ),

u(x, 0) = 0 for x ∈ Ω,
u(x, t) = g(x, t) for (x, t) ∈ Σ := Γ × (0, T ).

The solution of this problem can be described by the representation formula

u(x, t) = Ṽ w(x, t)−Wu(x, t) for (x, t) ∈ Ω × (0, T )

with the conormal derivative w := α ∂u∂n , the single layer potential

Ṽ w(x, t) :=
∫ t

0

∫
Γ

Gα(x− y, t− τ)w(y, τ) dsy dτ,

the double layer potential

Wu(x, t) :=
∫ t

0

∫
Γ

α
∂Gα
∂ny

(x− y, t− τ)u(y, τ) dsy dτ,

and the heat kernel70

Gα(x− y, t− τ) =

(4πα(t− τ))−3/2 exp
(
− |x− y|

2

4α(t− τ)

)
for τ < t,

0 for τ > t.

(2.1)

While the Dirichlet datum u = g is given on Σ, the unknown Neumann datum w can be deter-
mined from the boundary integral equation

V w(x, t) =
(

1
2I +K

)
g(x, t) for almost all (x, t) ∈ Σ (2.2)

with the single and double layer boundary integral operators

V w(x, t) =
∫ t

0

∫
Γ

Gα(x− y, t− τ)w(y, τ) dsy dτ,

Ku(x, t) =
∫ t

0

∫
Γ

α
∂Gα
∂ny

(x− y, t− τ)u(y, τ) dsy dτ.

3



As the Neumann datum w is unknown, we compute some numerical approximation. Typically
a tensor product mesh is considered for uniform time-steps, tj = jht, j = 0, . . . , Et, and a
fixed spatial surface mesh {γjx}

Ex
jx=1 of triangles. For such a decomposition Σh of the lateral

boundary Σ = Γ × (0, T ) into space-time boundary elements σjt,jx = γjx×(tjt−1, tjt
), a standard

approximation of w is given by a piecewise constant approximation

wh(y, τ) =
Et∑
jt=1

Ex∑
jx=1

wjt,jxϕ
0,0
jt,jx

(y, τ)

with basis functions ϕ0,0
jt,jx

which are one on a space-time boundary element σjt,jx and zero
otherwise.

To find the yet unknown coefficients wjt,jx we consider the Galerkin variational formulation∫ tkt

tkt−1

∫
γkx

V wh(x, t)dsxdt =
∫ tkt

tkt−1

∫
γkx

(
1
2I +K

)
gh(x, t)dsx dt

for all kt = 1, . . . , Et and kx = 1, . . . , Ex. Note that we have replaced the Dirichlet datum g75

by a L2(Σ) projection gh, which is piecewise constant in time, but piecewise linear and globally
continuous in space. The equivalent system of linear equations to find wh or rather the vector w
of coefficients wjt,jx is

Vhw =
(

1
2Mh + Kh

)
g, (2.3)

where the matrix entries are given by

V[(kt − 1)Ex + kx, (jt − 1)Ex + jx] =
∫ tkt

tkt−1

∫
γkx

∫ tjt

tjt−1

∫
γjx

Gα(x− y, t− τ) dsy dτ dsx dt

for kx, jx = 1, . . . , Ex and kt, jt = 1, . . . , Et. Due to the causality of the heat kernel this matrix
has lower triangular block structure. Kh is defined similarly but for trial functions which are80

piecewise constant in time, piecewise linear and globally continuous in space. Mh denotes the
related mass matrix. Please check [25] for details on the discretization and implementation.
Some detailed analysis of the integral equations and the presented boundary element method is
provided in [5, 26].

Note that system (2.3) is huge and that the matrices Vh and Kh are dense except for their85

lower triangular block structure. Thus a standard BEM is limited to small examples. In general
a data-sparse method such as the FMM is necessary to compute large-scale examples.

3. The sequential space-time FMM algorithm for the heat equation

Following [9, 10, 12] we first present a sequential space-time FMM for the multiplication of
a vector w by the single layer operator matrix Vh before dealing with its parallelization. The90

considered FMM is based on a suitable expansion of the heat kernel Gα and a clustering of the
computational domain, and can also be applied to other BEM matrices like Kh in (2.3) with slight
modifications. In the parabolic fast multipole method in [9, 10, 12] the multiplication is executed
in a forward-sweeping manner, based on the causality of the operators. However, this does not
allow for a parallelization in time, which is our aim. Thus, we consider the method more like a95

standard FMM but highlight its special structure with respect to time, which forms the basis of
our parallelization strategy.
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3.1. A separable approximation of the heat kernel
Throughout the section we regard the heat kernel as a function of the differences x − y

and t − τ > 0 as in (2.1). We restrict the variables (x, t) to a 4D target box Z1 = X × I and
(y, τ) to a 4D source box Z2 = Y × J , where I = (c4, c4 + 2h̃t] and J = (d4, d4 + 2h̃t] are two
intervals of length 2h̃t such that c4 > d4 and dist(I, J) = c4−d4−2h̃t > 0, and X = (c, c+2h̃x1]
and Y = (d,d+ 2h̃x1] are cubes in R3 with edge length 2h̃x. Here we use the notation

(a, b] := (a1, b1]× (a2, b2]× (a3, b3].

For (x, t) ∈ Z1 and (y, τ) ∈ Z2 there holds t − τ ≥ dist(I, J) > 0 and thus the heat kernel is
smooth. As in [9, 10, 12] we interpolate it in the temporal intervals I and J and approximate it100

in the spatial boxes X and Y by means of a truncated Chebyshev expansion.
For this purpose, let Tk(x) = cos(k arccos(x)) be the Chebyshev polynomials of order k

on [−1, 1] and let {ξ(mt)
k }mt

k=0 be the Chebyshev nodes of order mt + 1 in [−1, 1], i.e., the roots
of Tmt+1. On an interval I = (a, b] we consider the transformed points ξ(mt)

I,k := ϕI(ξ(mt)
k ),

where ϕI is the affine transformation from (−1, 1] to I, and the associated Lagrange polyno-
mials

LI,b(t) :=
∏
k 6=b

t− ξ(mt)
I,k

ξ
(mt)
I,b − ξ

(mt)
I,k

for all b ∈ {1, ...,mt + 1}.

For the expansion in space we use the transformed Chebyshev polynomials T(a,b],k := Tk ◦ ϕ−1
(a,b]

on intervals (a, b] and their tensor products given by T(a,b],κ(x) :=
∏
j T(aj ,bj ],κj

(xj), where κ
is a multi-index in N3

0. By interpolating Gα in the temporal points {ξ(mt)
I,k }k and {ξ(mt)

J,k }k and
approximating the resulting function via a truncated Chebyshev expansion in X and Y we get105

Gα(x− y, t− τ) ≈
mt∑
a,b=0

∑
|κ+ν|≤mx

Ea,κ,b,νTX,ν(x)TY,κ(y)LI,b(t)LJ,a(τ) (3.1)

in Z1 × Z2. Here, mx ≥ 0 is the expansion order in space, and

Ea,κ,b,ν = 1
(4πα(ξ(mt)

I,b − ξ
(mt)
J,a ))3/2

3∏
j=1

Eκj ,νj
(rj , da,b)

are the expansion coefficients, where

rj := (cj − dj)/h̃x, (3.2)

da,b := 4α(ξ(mt)
I,b − ξ

(mt)
J,a )/h̃2

x, (3.3)

Ek,`(r, da,b) = λkλl
(mx + 1)2

mx∑
n,m=0

exp
(
−|r + ξ

(mx)
n − ξ(mx)

m |2

da,b

)
T`(ξ(mx)

n )Tk(ξ(mx)
m ) (3.4)

and λ0 = 1, λk = 2 for all k > 0, cf. [10, Section 5.3, page 209].
Let us comment on the approximation quality of (3.1). The temporal interpolation error

converges exponentially to zero with respect to the interpolation degree mt if the time intervals
are well-separated, see e.g., [27, Lemma 4.1 and Equation (4.42)]. For the truncated Chebyshev
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expansion one can show super-exponential convergence of the approximation error without re-110

quiring a separation of the spatial boxes X and Y, see [10, Section 5.3, page 209]. However, the
effective approximation quality suffers for small values of da,b. Therefore, we bound da,b from
below in the later application by choosing the spatial box half-size h̃x for a given temporal interval
half-size h̃t such that

h̃2
x

4α h̃t
≤ cst (3.5)

for some constant cst > 0 [10, cf. ρ in (27) and Section 5.4]. Since (ξ(mt)
I,b − ξ

(mt)
J,a ) ≥ dist(I, J),115

(3.5) implies that da,b & c−1
st if we guarantee that dist(I, J) & h̃t, i.e., I and J are well-separated.

An important observation is that the heat kernel decays exponentially in space for fixed
temporal variables. Therefore, we do not have to approximate the values of the kernel in boxes
Z1 = X × I and Z2 = Y × J but can instead neglect them if the distance of the spatial boxes X
and Y is large compared to the distance of the time intervals I and J .120

3.2. A 4D space-time box cluster tree
For the FMM algorithm we establish a hierarchy of 4D boxes to partition the space-time

tensor mesh Σh appropriately. The resulting structure is denoted as box cluster tree TΣ . Our
approach is similar to the one in [9, 12]. However, instead of building separate trees in space and
time first, we directly establish a 4D space-time tree, which is a more general approach applicable125

also to space-time meshes without a strict tensor product structure. For the construction we use
a recursive refinement strategy which is sketched in Algorithm 1.

Algorithm 1 Construction of a 4D space-time box cluster tree TΣ

1: Let a space-time tensor mesh Σh inside a 4D space-time box Z(0) = (a,a + 2h(0)
x 1] × (0, T ]

be given such that h(0)
x and h(0)

t := T/2 satisfy (3.5).
2: Let a bound nmax for the number of elements in a leaf box and cst > 0 for (3.5) be given.
3: Construct an empty tree TΣ and add Z(0) as its root.
4: Call RefineCluster(Z(0), TΣ)

5: function RefineCluster(Z, TΣ)
6: if #{σ ⊂ Σh : center(σ) ∈ Z} ≥ nmax

7: Let ` = level(Z), h(`+1)
t = 2−`−1h

(0)
t and h̃x be the spatial half-size of Z.

8: if h(`+1)
t and h̃x satisfy (3.5)

9: Subdivide Z into nC = 2 children {Zj}nC
j=1 by a temporal refinement.

10: else
11: Subdivide Z into nC = 16 children {Zj}nC

j=1 by a space-time refinement.
12: for k = 1, . . . , 16
13: if #{σ ⊂ Σh : center(σ) ∈ Zk} 6= 0
14: Add Zk to TΣ as child of T and call RefineCluster(Zk, TΣ).

The refinement of a box Z = (a, b]× (c, d] in lines 9 and 11 of Algorithm 1 is done as follows.
For the temporal center (c + d)/2 of Z there exists a unique interval (tk−1, tk) in the partition
of (0, T ) such that (c + d)/2 ∈ (tk−1, tk]. We choose the temporal splitting point c̃ = tk if130
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(tk−1 + tk)/2 ≤ (c + d)/2 and c̃ = tk−1 otherwise. In case of a purely temporal refinement, we
split Z into the boxes Z1 = (a, b]×(c, c̃] and Z2 = (a, b]×(c̃, d]. In case of a space-time refinement
we additionally split the spatial part (a, b] of Z uniformly into 8 boxes (a, ã], . . . , (ã, b] where
ã = 1/2 (a + b), and get 16 space-time boxes {Zj}16

j=1 as combinations of these refined spatial
boxes and the temporal intervals (c, c̃] and (c̃, d]. Note that due to (3.5) we alternate between135

purely temporal and space-time refinements in the construction of TΣ , at least after some initial
temporal refinements.

With the described splitting in time it is guaranteed that the temporal part of a space-time
element σ is always fully contained in a box Z if its center is in Z. To ensure that the spatial
part of σ is fully contained in the respective box as well, we pad the boxes in TΣ appropriately in140

a post-processing step, i.e., we extend the spatial size of a box Z if necessary such that for all σ
with center(σ) ∈ Z there holds σ ⊂ Z. To retain the uniformity of the spatial parts of the boxes
at a given level of TΣ , we pad all of them by the same amount in all directions. In addition, we
pad boxes at level ` of T at least by the same amount as boxes at level `+ 1. This ensures that
the children of a box Z in TΣ are fully contained in Z, which we also need later on.145

A few aspects of Algorithm 1 require additional attention. The estimate (3.5) does not have
to be satisfied in general for given h

(0)
x , h(0)

t and cst as required in line 1. However, it can be
established by additional refinements of the initial spatial box. Due to the non-uniform refinement
in time and the padding in space, (3.5) might also be violated for other boxes in TΣ , but for
suitably regular meshes Σh it will still hold for a slightly larger constant cst. Finally, we want150

to point out that the refinement process should be stopped earlier for a box Z if it contains a
space-time element σ = γ × (tj−1, tj) whose temporal or spatial size is considerably larger than
the temporal or spatial half-size of Z. This is in particular the case if all of the elements in Z
share the same temporal component.

We define the set of boxes/clusters at level ` of TΣ by T (`)
Σ , its leaves by LΣ and its depth,155

which is the largest level attained by any of its clusters, by p(TΣ). For a cluster Z ∈ TΣ we
denote the set of all its children by child(Z) and its parent by par(Z). By Ẑ we denote the set of
all indices (kt, kx) such that σkt,kx = γkx × (tkt−1, tkt

) ∈ Z.

3.3. Nearfield and interaction lists of boxes in the space-time cluster tree
In Section 3.1 we have approximated the heat kernel Gα(x − y, t − τ) for (x, t) in a target160

box Z1 and (y, τ) in a source box Z2. We recall that for this approximation Z1 and Z2 have to be
separated in time but not in space, and that the values of Gα are negligibly small if the spatial
distance of Z1 and Z2 is large enough. Based on these observations we define the nearfield and
interaction lists of target boxes in TΣ which will determine the operations in the FMM algorithm.

We start by considering the temporal components of boxes in TΣ . By construction of TΣ there165

exist at most 2` distinct time intervals that are components of boxes in T (`)
Σ . These intervals can

be organized in a binary tree TI . In general, TI is a full binary tree with depth p(TI) = p(TΣ), but
does not have to be a perfect binary tree. The intervals in T (`)

I , i.e., at level ` of TI , are numbered
in ascending order from 0 to 2` − 1 skipping the numbers of potentially missing intervals. The
leaves of TI are denoted by LI .170
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For a target interval I(`)
k in T (`)

I we define the nearfield N (I(`)
k ) and interaction list I(I(`)

k ) by

N (I(`)
k ) :=

{
{I(`)
k }, if k = 0,(
{I(`)
k−1, I

(`)
k } ∩ T

(`)
I

)
∪
(
N (par(I(`)

k )) ∩ LI
)
, otherwise,

I(I(`)
k ) :=


∅, if k ∈ {0, 1},
{I(`)
k−2} ∩ T

(`)
I , if k ≥ 2 and k is even,

{I(`)
k−3, I

(`)
k−2} ∩ T

(`)
I , if k ≥ 2 and k is odd.

(3.6)

Due to the causality of the heat kernel, both sets include only intervals with indices j ≤ k. The
intervals in the interaction list of I(`)

k are well-separated from it and therefore suitable for the
kernel approximation in Section 3.1. Earlier time intervals are not contained in I(I(`)

k ) because
they can be handled on a coarser level in the tree in the later FMM algorithm, see Section 3.4

The spatial component X(`) of a box Z(`) ∈ T (`)
Σ is contained in a regular grid G` consisting175

of 8`x possibly overlapping boxes, where `x is the number of spatial refinements of boxes in T (`)
Σ

and depends on `. Boxes in the grid G` can be labeled by using multi-indices in {0, ..., 2`x − 1}3.
We say that two boxes X and Y in G` have grid distance n if the related multi-indices ξ and ζ
satisfy n = maxj{|ξj − ζj |}. For a fixed parameter ntr we define the interaction area IA(X(`)) of
a box X(`) in G(`) by180

IA(X(`)) := {Y (`) ∈ G(`) : the grid distance of X(`) and Y (`) is at most ntr}. (3.7)

Finally, we define the nearfield and interaction list of a box Z(`) = X × I ∈ T (`)
Σ by

N (Z(`)) :=
{
Z(`)

src = Y × J ∈ T (`)
Σ : J ∈ N (I) and Y ∈ IA(X)

}
∪
(
N (par(Z(`))) ∩ LΣ

)
, (3.8)

I(Z(`)) :=
{
Z(`)

src = Y × J ∈ T (`)
Σ : J ∈ I(I) and Y ∈ IA(X)

}
. (3.9)

Both sets exclude boxes Z(`)
src whose spatial components are not in IA(X) which is motivated by

the observations in the last paragraph of Section 3.1. Note that the same cutting parameter ntr
can be chosen for all boxes in TΣ , cf. [10, p.210].

3.4. The main space-time FMM algorithm
With the box cluster tree TΣ and the interaction and nearfield lists of its clusters we construct185

a partition of the matrix Vh into blocks. By Vh|Ẑtar×Ẑsrc
we denote the block of Vh whose rows

correspond to indices (jt, jx) ∈ Ẑtar and columns to indices (kt, kx) ∈ Ẑsrc. We decompose Vh
into admissible blocks corresponding to indices Ẑtar× Ẑsrc with Zsrc ∈ I(Ztar), inadmissible blocks
Ẑtar×Ẑsrc where Ztar ∈ LΣ and Zsrc ∈ N (Ztar), and remaining blocks, whose entries are zero due
to the causality of Vh or negligibly small due to the exponential decay in space of the kernel Gα.190

The FMM algorithm is used to compute an efficient approximation of the product Vhw using
this partition.

Inadmissible blocks of Vh are small by construction, since a leaf box Ztar ∈ LΣ contains only
few space-time elements. Hence, we can afford to store and apply them directly, i.e., we compute
the product f̃ |Ẑtar

= (Vh|Ẑtar×Ẑsrc
w|Ẑsrc

) as part of f = Vhw by195

f̃kt,kx =
∑

(jt,jx)∈Ẑsrc

wjt,jx

∫ tkt

tkt−1

∫
γkx

∫ tjt

tjt−1

∫
γjx

Gα(x− y, t− τ) dsy dτ dsx dt (3.10)
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for all (kt, kx) ∈ Ẑtar, where wjt,jx denotes a coefficient of the vector w. The computation of the
corresponding integrals is discussed in [25].

For an admissible block Vh|Ẑtar×Ẑsrc
with boxes Ztar = X×I and Zsrc = Y ×J we can replace

the kernel Gα in (3.10) by its approximation in (3.1). The result can be computed in 3 steps:
S2M : For a ∈ {0, ...,mt} and κ ∈ N3

0 with |κ| ≤ mx compute the moments µ(Zsrc) by200

µa,κ(Zsrc) :=
∑

(jt,jx)∈Ẑsrc

wjt,jx

∫ tjt

tjt−1

∫
γjx

TY,κ(y)LJ,a(τ) dsy dτ. (3.11)

M2L: For b ∈ {0, ...,mt} and ν ∈ N3
0 with |ν| ≤ mx compute the local contributions λ(Ztar) by

λb,ν(Ztar) :=
mt∑
a=0

∑
|κ+ν|≤mx

Ea,κ,b,ν µa,κ(Zsrc). (3.12)

L2T : For all (kt, kx) in Ẑtar evaluate

f̃kt,kx =
mt∑
b=0

∑
|ν|≤mx

λb,ν(Ztar)
∫ tkt

tkt−1

∫
γkx

TX,ν(x)LI,b(t) dsx dt. (3.13)

To enhance the performance we additionally use a nested computation of the moments and
local contributions, see e.g., [9, Sections 4.2 and 4.3]. Moments of a non-leaf cluster are computed
from the moments of its children via M2M operations. Local contributions of a non-leaf cluster are205

passed down to its children with an L2L operation, and evaluated together with the children’s
local contributions. We distinguish temporal and space-time M2M and L2L operations. Note
that the temporal L2L and space-time L2L operations are just the transposed operations of the
corresponding M2M operations, which is why we discuss only the latter.
Temporal M2M : For a box Zp = X × Ip whose children are refined only in time there holds210

µap,κ(Zp) =
∑

Zc∈child(Zp)
Zc=X×Ic

mt∑
ac=0

q(t)
ac,ap

(Ic, Ip)µac,κ(Zc), q(t)
ac,ap

(Ic, Ip) := LIp,ap(ξ(mt)
Ic,ac

). (3.14)

Space-time M2M : If the children of a box Zp = Xp× Ip with Xp = Xp,1×Xp,2×Xp,3 are refined
in space and time, there holds

µap,κp(Zp) =
∑

Zc∈child(Zp)
Zc=Xc×Ic

mt∑
ac=0

∑
κc≤κp

q(t)
ac,ap

(Ic, Ip) q(x)
κc,κp

(Xc, Xp)µac,κc(Zc). (3.15)

Here κc ≤ κp is understood componentwise, q(t)
ac,ap(Ic, Ip) are the coefficients in (3.14) and

q
(x)
κc,κp(Xc, Xp) :=

∏
j q

(x)
kc,kp

(Xc,j , Xp,j) with

q
(x)
kc,kp

(Xc,j , Xp,j) := λkc

mx + 1

mx∑
n=0

TXp,j ,kp(ξ(mx)
Xc,j ,n

)TXc,j ,kc(ξ(mx)
Xc,j ,n

),

where λ0 = 1 and λk = 2 for all k ≥ 1.
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The resulting space-time FMM algorithm for the computation of the product Vhw is presented
in Algorithm 2. If the temporal and spatial mesh sizes ht and hx of Σh satisfy ht ∼ h2

x, the algo-215

rithm reduces the runtime complexity of the matrix-vector multiplication Vhw from O((EtEx)2)
to O(m2

tm
4
xEtEx), see e.g., [9, Section 5.4]. In [12] an additional nearfield compression is pro-

vided for meshes whose temporal mesh sizes are too large. Such a nearfield compression is not
considered in this work.

Algorithm 2 Space-time FMM for the approximate evaluation of f = Vhw
1: Choose the parameters nmax, cst, ntr and the expansion degrees mt and mx.
2: Construct the box cluster tree TΣ and determine the sets N (Z) and I(Z) for all Z ∈ TΣ

according to (3.8) and (3.9).
3: Initialize f = 0.
4: . Forward transformation
5: for all leaves Z ∈ LΣ
6: S2M: Compute µ(Z) by (3.11).
7: for all levels ` = p(TΣ)− 1, . . . , 2
8: for all non-leaf boxes Zp ∈ T (`)

Σ

9: if children of Zp are refined only in time
10: Temporal M2M: Compute µ(Zp) by (3.14).
11: else
12: Space-time M2M: Compute µ(Zp) by (3.15).
13: . Multiplication phase
14: for all boxes Ztar ∈ TΣ
15: Initialize λ(Ztar) = 0.
16: for all boxes Zsrc ∈ I(Ztar)
17: M2L: Update λ(Ztar) by adding the result from (3.12).
18: . Backward transformation
19: for all levels ` = 3, . . . , p(TΣ)
20: for all boxes Zc ∈ T (`)

Σ

21: if Zc results from its parent Zp by a purely temporal refinement
22: Temporal L2L: Update λ(Zc) using λ(Zp).
23: else
24: Space-time L2L: Update λ(Zc) using λ(Zp).
25: for all leaves Z ∈ LΣ
26: for all kt and kx such that σkt,kx ∈ Z
27: L2T: Update fkt,kx by adding the result from (3.13).
28: . Nearfield evaluation
29: for all leaves Ztar ∈ LΣ
30: for all Zsrc in the nearfield N (Ztar)
31: Update f |Ẑtar

+= Vh|Ẑtar×Ẑsrc
w|Ẑsrc

.
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Figure 4.1: 16 initial time-slices each containing 4 time-steps. The distribution tree is built above these time-slices
and split among available MPI processes. The clusters of the LET on process 4 are marked with circles.

4. Parallelization of the space-time FMM in shared and distributed memory220

We present a novel parallel implementation of the space-time FMM presented in Section 3.
Our distributed parallelization strategy relies on a decomposition of the one-dimensional temporal
tree TI , see Section 3.3, into locally essential trees (LET) [28], which are distributed among the
available MPI processes. A LET is a local part of a tree extended by fractions of the global tree
which are required in the collaboration of the processes. The FMM operations are assigned to the225

processes according to these temporal subtrees. The necessary inter-process communication is
also handled clusterwise in the temporal tree in a one-directional way mainly between successive
processes due to the causality of the boundary integral operators. This clusterwise communication
leads to a small number of communication events of reasonable size.

A distributed space-time cluster tree is assembled collaboratively based on the temporal tree.230

Certain parts of the FMM can be computed locally on the space-time subtrees, while other
parts of the computations depend on the results from other subtrees, i.e., processes. We employ
a small scheduling system to keep track of the dependencies. Relations between the temporal
clusters within the global distributed tree define dependencies which are used to decompose the
computation in Algorithm 2 into tasks which can be executed asynchronously. During the matrix235

vector multiplication a scheduler goes through a list of available tasks and executes those with
fulfilled dependencies. This enables an asynchronous parallelization instead of bulk-synchronous
approach which is often used to parallelize the FMM. Let us describe the individual phases of
the computation in more details.

4.1. Preprocessing240

The preprocessing phase consists of the assembly of the temporal cluster tree and its decom-
position, the assembly of the distributed space-time mesh, and the creation of the distributed
space-time cluster tree. We start by splitting the global time interval (0, T ) and the related time-
steps into time-slices. Each of the slices contains multiple time-steps (see Figure 4.1). Next, a
binary tree is built by a recursive bisection of the global interval and the time-slices are assigned245

to the nodes of the tree accordingly. We distribute the individual nodes of the temporal cluster
tree among the available Nproc MPI processes. This temporal decomposition will drive the dis-
tribution of the space-time cluster tree later on and will determine the required communication
between processes. Multiple distribution approaches can be employed; in our experiments we try
to reduce inter-process communication by determining the distribution starting from the finest250

tree level and taking the following steps:
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• On level dlog2 Nproce and finer levels of the temporal cluster tree, distribute the clusters
and the related time-slices among the Nproc processes in ascending order and as uniformly
as possible.

• On level dlog2 Nproce − 1, a cluster is assigned to the process that handles its left child.255

In this way we improve the load balancing because the temporal interaction list of the left
child is smaller than the one of the right child, see (3.6).

• On each level ` with ` < dlog2 Nproce− 1, we split the processes into 2` groups of ascending
order to assign the 2` cluster of the level. From each group we pick a process, which has
been responsible for the smallest number of clusters so far, and assign it to the related260

cluster. Again we aim at improving the load balancing.

Figure 4.1 gives an example of a distribution based on this strategy. Please check the coloring of
the nodes for the assignment of processes.

The computation of the matrix-vector product on a process requires data from remote pro-
cesses. On each process the locally essential tree is constructed. The LET on process p contains265

the assigned clusters as well as clusters that are needed for nearfield computations and clusters
which are related to FMM operations requiring communication from or to process p (see MPI
rank 4 in Figure 4.1). The clusters in the LET for which the process is not directly responsi-
ble contain the ranks of the responsible remote processes. Since the temporal tree defines the
distribution of work among processes we will call it the scheduling tree.270

Next, we combine the time-steps in the individual time-slices with the spatial mesh to create
a distributed space-time tensor product mesh. In addition to time-steps for which a process is
directly responsible we also include time-steps in the temporal nearfield of its clusters to reduce
communication during the assembly of the nearfield blocks of the matrix.

A distributed 4D space-time box cluster tree is created level-wise top down as described in275

Section 3.2 and in Algorithm 1. The nodes of the tree are assigned to the processes based on
the assignment of their temporal components defined in the scheduling tree. Each node of the
scheduling tree stores the information about the corresponding space-time clusters. The depth
of the space-time tree may be larger than the depth of the temporal tree. In such a case the
temporal tree is locally extended accordingly. When building the upper part of the space-time280

cluster tree, where clusters contain elements from local meshes assigned to multiple processes,
communication is required but can be limited to a reasonable amount. However, the construction
of the lower parts of the tree is done independently on each process and just some synchronization
with direct neighbors is carried out to set up the communication.

4.2. Matrix-vector multiplication285

Our parallelization approach in shared and distributed memory is based on a data driven
model, instead of a bulk-synchronous parallelization often used in scientific codes. In [14] such an
approach is used for the parallelization of an FMM for particle simulations using Charm++. We use
a different strategy for work distribution and execution and a custom scheduler in combination
with OpenMP tasks in order to avoid dependencies on external software. To distinguish our own290

tasks from OpenMP tasks, the latter ones will be denoted in monospaced font from now on.
Our top-level scheduler is based on the FMM operations and dependencies with respect to

the temporal scheduling tree. At this stage just consider Algorithm 2 reduced to the scheduling
tree TI and the related temporal operations. If such a temporal FMM operation is called, OpenMP
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tasks of all related space-time operations of the attached space-time clusters are generated to295

implement shared memory parallelization and to control the granularity of the tasks.
The strategy of the temporal scheduler is as follows: Most tasks are related to pairs of clusters.

Certain temporal tasks do not have dependencies and can be executed at any time, while some
temporal tasks depend on the results of other temporal tasks. We distinguish local and remote
dependencies. If a computation is done on the same process, the dependency is resolved locally. If300

a tasks requires data from a computation of another process, the calculation can start at earliest
after the communication has taken place. The temporal scheduler prioritizes those tasks which
other tasks depend on. In case none of these tasks can be executed at some time, we avoid idle
times by scheduling independent tasks.

In more details, we start by decomposing the temporal variant of Algorithm 2 into tasks and305

defining their mutual dependencies with respect to the temporal scheduling tree. We distinguish
the following lists of tasks:

• M-list – S2M and M2M operations including send operations of the computed moments to
the parent and the clusters in the interaction list,

• M2L-list – transformations of moments into local contributions (M2L) including possible310

downward send operations or evaluations of the local contributions in case of a leaf (L2T),

• L-list – translations of local contributions from parent (L2L) including possible downward
send operations or evaluations of the local contributions in case of a leaf (L2T),

• N-list – execution of the nearfield operations.

The tasks in a list are ordered in a way which is advantageous for our parallel execution. Within315

each list a task can be identified from the related cluster. Thus we just store temporal clusters
in these lists. Each cluster is assigned to one or more of the lists depending on its position in the
tree. This enables us to specify dependencies for individual clusters (tasks):

• Tasks of non-leaf clusters in the M-list depend on the completion of the M-list operations
of their children.320

• Tasks of clusters in the M2L-list depend on the completion of M-list operations of clusters
in their interaction lists (see (3.6)).

• Tasks of clusters in the L-list depend on the completion of their parents’ M2L- and L-list
operations.

• Nearfield tasks of clusters in the N-list have no dependencies.325

Note that each process creates only the parts of these lists which are relevant to its local part
of the scheduling tree and to its LET, respectively. We do not describe this restriction explicitly
but it results from the local scheduling tree naturally.

A simplified parallel matrix-vector multiplication algorithm is described in Algorithm 3. We
start by filling the above mentioned lists by clusters of the scheduling tree according to the330

presented rules. In addition to the distributed parallelization with MPI, we make use of OpenMP
thread parallelization within each process. First, we enter the OpenMP parallel region and
create a single section to ensure that only one thread will execute the main scheduling loop.
The routine StartMPIReceiveOperations() creates a non-blocking receive operation using
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Algorithm 3 Parallel space-time FMM for the approximate evaluation of f = Vhw
1: Fill the M_list, M2L_list, L_list, and N_list; Initialize f = 0.
2: Start OpenMP parallel region
3: Start OpenMP single section
4: StartMPIReceiveOperations( )
5: while the lists are not empty
6: CheckMPIForReceivedData( )
7: [cluster, list] = FindNextCluster(M_list, L_list, M2L_list, N_list)
8: if n_generated_tasks > treshold
9: Suspend the execution of scheduling task using the taskyield construct

10: if list == 0
11: CreateOpenMPMListTask(cluster)
12: RemoveClusterFromList(cluster, M_list)
13: else if list == 1
14: CreateOpenMPLListTask(cluster)
15: RemoveClusterFromList(cluster, L_list)
16: else if list == 2
17: CreateOpenMPM2LListTask(cluster)
18: RemoveClusterFromList(cluster, M2L_list)
19: else if list == 3
20: CreateOpenMPNListTask(cluster)
21: RemoveClusterFromList(cluster, N_list)

the MPI_Irecv() function for every temporal cluster in the lists requiring data from remote335

processes. Individual clusters and operations are distinguished using the tag argument of the
MPI function.

At the beginning of each iteration in the while loop of Algorithm 3 the scheduling thread
calls CheckMPIForReceivedData() which uses MPI_Testsome() to check for new data re-
ceived from remote processes and updates the dependencies of the respective tasks and temporal340

clusters. Then the scheduling thread iterates through the lists calling FindNextCluster to
find the next cluster or rather task ready to be executed, i.e., one with all dependencies ful-
filled. Due to the succession of dependencies, first the M-list tasks are checked, then the L-list
tasks, followed by the M2L-list tasks. Since the nearfield tasks are independent of all other tasks,
the N-list is traversed last. If the scheduling thread finds a task, it creates an OpenMP task345

for executing the corresponding operations on the cluster and removes the cluster from the list
using RemoveClusterFromList. Here the OpenMP task scheduler serves as a buffer for the
initialized tasks and allows for a finer granularity of the tasks and a more efficient parallelization.

In order to avoid collisions of the OpenMP tasks during the memory access, the generated
OpenMP task is subject to additional dependencies specified using the OpenMP depend clause.350

E.g., a task generated from the M-list depends on all previously generated tasks where the cluster
has the same parent as the current cluster (to avoid collisions during the M2M operations) and
the tasks where the cluster is in the interaction lists of the same cluster as the current cluster
(to avoid collisions during the M2L operations).

When executing a task from one of the four lists, the related operations in the space-time355

cluster tree are processed. To improve the granularity of the shared memory parallelization,

14



additional finer level OpenMP tasks are created by iterating through the associated space-time
clusters using the taskloop construct. After these associated finer level OpenMP tasks are
completed, the dependencies in the temporal scheduler are updated. If the depending cluster
is owned by a remote process, the required data are sent using the non-blocking MPI_Isend()360

operation.
After all lists are empty and all OpenMP tasks are completed, every process has computed

its local part of the matrix-vector product f = Vhw.
Notice, that the scheduling thread may suspend the execution of the while loop if the number

of already generated tasks is greater than a certain threshold and join other threads in executing365

the generated tasks (see line 9 in Algorithm 3). However, the taskyield construct is a non-
binding request and may result in a no operation. In this context, a suspension of the scheduling
task is not observed, e.g., in the GCC compiler (v9.3). Therefore, we mainly focus on the Intel
compiler in Section 5 on our numerical experiments.

Note. One could choose another task-based approach to hybrid OpenMP-MPI parallelization.370

Instead of providing a custom scheduler run by a dedicated thread, all tasks could be created
at once including tasks responsible for data receiving and sending. The correct execution order
would be ensured using the OpenMP depend clause. Unfortunately, due to the above-described
characteristics of the taskyield construct and a limited number of OpenMP tasks we cannot
prevent deadlocks when only receive or send operations are posted on the processes. Alternatively,375

one could rely on special compilers supporting task suspending such as OmpSS [29]. However, we
decided to implement our own simple scheduler to reduce the number of external dependencies.
This also enables us to better control the granularity of computation.

Note. Since we based our MPI parallelization on a decomposition of the temporal scheduling tree,
the distributed memory parallelization is limited by the total number of time-steps. Extending380

the distributed parallelization into a spatial dimension would thus improve the scalability on large
machines. The simplest approach that does not significantly disrupt the existing implementation
would be to start from an existing decomposition and to replace each MPI process by a group of
processes. Within this group, the processes would collaborate on the local space-time operations
and a certain process from the group would be responsible for the communication with other385

groups using the same communication structure as the current algorithm. This hierarchical
nature of the communication could exploit the topology of the computer cluster and thus further
reduce the communication time.

5. Numerical experiments

The parallel space-time FMM algorithm described in Section 4 has been implemented in the390

publicly available C++ library BESTHEA [30]. To evaluate its performance we carried out numer-
ical experiments using the Salomon and Barbora clusters at IT4Innovations National Supercom-
puting Center in Ostrava, Czech Republic. The Salomon cluster consists of 1009 compute nodes
equipped with two 12-core Intel Xeon E5-2680v3 processors and 128 GB of RAM. The theoretical
peak performance of the cluster is 2 PFLOP/s. The Barbora cluster consists of 201 computational395

nodes equipped with two 18-core Intel Cascade Lake 6240 CPUs and 192 GB of RAM. Nodes
within both clusters are interconnected using the InfiniBand network. On Salomon we used the
Intel Compiler v19.1.1 and the Intel Math Kernel Library (MKL) v2020.1 unless stated other-
wise, while on Barbora we employed the Intel Compiler v19.1.3 and MKL v2020.4. The affinity
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# threads 1 2 4 8 18 36

Vh
time [s] 505.7 254.6 127.4 63.8 28.4 14.4

efficiency [%] 100.0 99.3 99.3 99.2 98.8 97.6

Kh
time [s] 488.2 258.9 129.9 64.9 29.4 18.3

efficiency [%] 100 94.3 94.0 94.0 92.3 74.1

iteration time [s] 220.9 111.5 55.5 27.9 12.5 6.4
efficiency [%] 100 99.1 99.5 98.8 98.3 95.8

Table 5.1: Assembly times and time per GMRES iteration for different numbers of OpenMP threads and a problem
with 98 304 space-time surface elements (64 time-steps, 1 536 spatial elements) using a single node of the Barbora
cluster.

of the threads to cores was set using the variable KMP_AFFINITY=granularity=core,compact,400

which guarantees that the threads will stay within a single socket of the two-socket system when
possible. The details of how to reproduce the numerical results are provided in the text below
and in the software repository [30].

5.1. Shared memory performance
The performance of our OpenMP parallelization of the space-time FMM was tested on up to405

36 cores on a node of the Barbora cluster. The scalability was tested for the Dirichlet problem
and the boundary element method described in Section 2. As the Dirichlet datum we use

u(x, t) = Gα(x− y∗, t) for (x, t) ∈ Σ, (5.1)

where y∗ = (1.5, 1.5, 1.5) and α = 1. The lateral boundary of the space-time domain (−0.5, 0.5)3×
(0, 0.25) was discretized into 1 536 spatial and 64 temporal elements, resulting in 98 304 space-
time boundary elements in total. The temporal elements were distributed among 16 time-slices.410

The space-time leaf cluster size was limited using the value nmax = 80 (see Algorithm 1) and
the orders of the Lagrange and Chebyshev polynomials were both set to mt = mx = 6. Finally,
we used cst = 0.9 in the relation (3.5) controlling the spatial and temporal box sizes and the
cutting parameter ntr = 5 in (3.7). Note that here and in all other experiments we have chosen
the parameters for the FMM such that they do not affect the approximation quality of the BEM415

(see, e.g., [5, 26] for results regarding the approximation quality).
The assembly times of the single and double layer matrices, respectively, and the time per

GMRES (generalized minimal residual method) iteration are given in Table 5.1 with respect to
the number of threads. Up to 18 threads on a single socket the efficiency of the matrix assembly
is above 90%, while for 36 threads spanning over two sockets the efficiency drops mainly for420

the assembly of the double layer matrix due to the less efficient memory access. The iterative
solution, which is mostly composed of the matrix-vector multiplication, scales almost optimally
even for both sockets fully occupied.

On modern CPUs, the performance of a code highly depends on its ability to exploit SIMD
vectorization. In our code we employ vectorization using OpenMP simd pragmas. This is demon-425

strated in Figure 5.1 where we present the scalability of the assembly of the system matrices
(mainly involving the assembly of nearfield parts) and the iterative solution using GMRES with
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respect to the SIMD registers vector width. We used the same settings as in the previous ex-
periment. Compared to the matrix assembly, the GMRES vector scalability is limited due to
the complexity of the space-time FMM code for the matrix vector multiplication. While further430

optimization would probably be possible, the current code is a trade-off between the performance
and readability. Nevertheless, the achieved speedup still reduces the solution time significantly.
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Figure 5.1: Efficiency of the vectorization with respect to the width of the vector registers. The non-vectorized
version (vector width equals one) was compiled using the compiler flags -no-vec -no-simd -qno-openmp-simd. The
remaining versions were compiled using the flags -xcore-avx512 -qopt-zmm-usage=high with the vector width set
by the simdlen OpenMP clause.

Next, we solve a Dirichlet problem with 1.5 million space-time boundary elements using eight
computational nodes of the Salomon cluster to demonstrate the performance of the task scheduling
algorithm presented in Section 4. We use the same space-time domain as in the previous example435

discretized into 6144 spatial and 256 temporal elements (equally distributed among 16 time-slices)
and the Dirichlet datum given by (5.1). We set nmax = 800,mt = mx = 6, cst = 0.9, and nst = 5.
In Figure 5.2 we visualize the execution of OpenMP tasks on 24 cores of the node with MPI
rank 5. As expected, the computational time is dominated by the tasks dedicated to the M2L
computation (denoted by the rectangles in the shades of red) and by the nearfield operations (blue440

rectangles). L2L and L2T operations are displayed in green and require a negligible amount of the
computational time. The S2M and M2M operations at the beginning of computation are depicted
in orange but are hardly visible in the graph, therefore we provide a zoom into the first 8000 µs of
the computation in Figure 5.3. The moments when data are sent or received via MPI operations
are marked with green and yellow triangles, respectively. Note, that the scheduling thread 0445

does not only take care of data reception and creating tasks when dependencies are fulfilled,
but also participates in the execution of tasks. We observe that the scheduling algorithm (in
combination with the Intel OpenMP runtime scheduler) is able to efficiently utilize all available
threads. Since the MPI communication is non-blocking, it is hidden by the computation and
the scheduling thread can participate in computations and only check for received data whenever450

it is scheduling new tasks. A very small amount of idle time is still visible in Figure 5.2. We
could probably overcome these idle times by using a more flexible task scheduler instead of the
OpenMP tasks, but since the amount of idle time is negligibly small we kept the latter.

Compare the results in Figures 5.2 and 5.3 with those in Figure 5.4. Here we solved a smaller
problem on a single node using GCC v9.3 as a compiler. Notice that the first thread does not455

participate in the task execution up until the very end of the computation since it is busy creating
the tasks (and possibly receiving data from other nodes) and the taskyield construct has no
effect on it. Of course, this imbalance leads to longer execution times.
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Figure 5.2: Execution of the OpenMP tasks on one of Salomon’s nodes during a parallel matrix-vector multipli-
cation using 8 nodes. The computation is dominated by the tasks dedicated to the M2L operations (light and
dark red rectangles) and nearfield operations (light and dark blue rectangles). The S2M and M2M operations at
the beginning of the computation are displayed in orange but are hardly visible (see Figure 5.3 for details) and
L2L and L2T operations are depicted in green. Finally, moments of MPI communication are marked with yellow
(send) and green (receive) triangles. The code was compiled using the Intel Compiler v19.1.1.

5.2. Distributed memory performance
Distributed memory scalability of the code was tested on up to 256 nodes (6144 cores) of the460

Salomon cluster. A hybrid MPI-OpenMP parallelization with one MPI process per node and 24
OpenMP threads per process was employed.

# nodes 16 32 64 128 256

Vh
time [s] 769.8 385.5 194.4 97.1 50.0

efficiency [%] 100.0 99.8 99.0 99.1 96.2

Kh
time [s] 502.4 252.5 128.6 63.0 31.9

efficiency [%] 100.0 99.5 97.7 99.7 98.4

iteration time [s] 14.7 7.3 3.7 2.1 1.5
efficiency [%] 100.0 101.5 99.4 89.4 62.6

Table 5.2: Scalability of the code on up to 256 nodes of the Salomon cluster for a problem with 12 582 912
space-time surface elements (1024 time-steps, 12 288 spatial elements).

We again solve the model problem from Section 2 with the Dirichlet datum (5.1) and the lateral
boundary of the computational domain (−0.5, 0.5)3× (0, 0.25) discretized into 12 288 spatial and
1024 temporal boundary elements (resulting in 12 582 912 space-time boundary elements in total).465

We equally distribute the temporal elements among 256 time-slices. The variable nmax is set
to 800. The orders of the Chebyshev and Lagrange polynomials are set to 12 and 4, respectively,
while the parameters cst = 4.1 and ntr = 2 are used.
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Figure 5.3: Details of the S2M and M2M tasks (in orange) from Figure 5.2. Moments of MPI communication are
marked with yellow (send) and green (receive) triangles.

Results of the tests are presented in Table 5.2. The assembly of the system matrices Vh
and Kh scales almost optimally up to 256 compute nodes. The same holds for the iteration times470

but there is a slight drop in efficiency for 256 nodes. This is probably due to the relatively small
number of considered time-slices and time-steps. In fact, we decomposed the time interval into
256 time-slices, so when using 256 nodes we assign only one slice to each node and reach the limit
of our parallelization scheme for this example. Nonetheless, we achieve a high efficiency for the
distributed GMRES solver, reducing the time per iteration from 14.7 s on 16 nodes to 1.5 s on475

256 nodes. The iterative solver requires 60 iterations to reach a relative accuracy of 10−8, thus
the total computation time is reduced from more than 2100 s on 16 nodes to approximately 200 s
on 256 nodes.

Finally, to demonstrate the performance of our code on more realistic examples, we solve
the Dirichlet problem for a crankshaft discretized by 42 888 spatial surface elements and the480

time interval (0, 0.25) divided into 1024 time-steps (leading to a space-time surface mesh with
approximately 44 million boundary elements). We use the same Dirichlet datum as in the previous
examples, uniformly distribute the temporal elements among 256 time-slices, and set nmax = 800,

Figure 5.4: Exemplary visualization of the OpenMP task execution on one cluster node during a distributed
matrix-vector multiplication using GCC v9.3. The taskyield construct shows no effect, and thus the first thread
only schedules tasks and does not participate in their execution up until the very end.
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mt = 3, mx = 12, cst = 4.5, and ntr = 2. Using 128 nodes of the Salomon cluster we are able
to assemble the system matrices and solve the problem in less than two hours with a relative485

GMRES accuracy of 10−6, see Table 5.3. The solution at the end of the time interval is depicted
in Figure 5.5.

# compute nodes Vh assembly Kh assembly solution # iterations
128 1161.58 s 1223.97 s 2927.70 s 399

Table 5.3: Distributed solution of the “crankshaft problem” with 43 917 312 space-time surface elements (1024
time-steps, 42 888 spatial elements).

Figure 5.5: Computed Neumann datum for the crankshaft discretized by 43 917 312 space-time elements at time
t = 0.25.

6. Conclusion and Outlook

In this paper we developed a parallel space-time FMM for the heat equation. We started from
an existing space-time FMM and noticed that its temporal structure can be exploited for paral-490

lelization. In fact, the original space-time FMM can be associated with a 1D temporal tree that
can be distributed among computing processes and allows to group the actual FMM operations
in time. In our algorithm we used a simple task scheduler to execute these groups of operations
in parallel based on individual dependencies and to realize inter-process communication in an
asynchronous manner. This allowed us to overcome the strict distinction between FMM phases495

(forward transformation, multiplication phase, backward transformation) and global synchroniza-
tion between processes. The resulting algorithm was implemented in the publicly available C++

library BESTHEA [30] as a hybrid MPI-OpenMP code. In several numerical experiments we
investigated its efficiency. In particular, we showed close to optimal scalability on a large number
of computing nodes.500
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The parallelism in time of the proposed method is a big advantage over other methods for
the solution of boundary value problems of the heat equation like time-stepping schemes. As we
have mentioned at the end of Section 4, one could refine the method by extending the distributed
parallelization to an additional spatial dimension. We are optimistic that such an extension is
compatible with the presented approach and would allow to increase its scalability even further.505
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