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\textbf{Abstract}

The spectral properties of non-self-adjoint extensions $A_{[B]}$ of a symmetric operator in a Hilbert space are studied with the help of ordinary and quasi boundary triples and the corresponding Weyl functions. These extensions are given in terms of abstract boundary conditions involving an (in general non-symmetric) boundary operator $B$. In the abstract part of this paper, sufficient conditions for sectoriality and m-sectoriality as well as sufficient conditions for $A_{[B]}$ to have a non-empty resolvent set are provided in terms of the parameter $B$ and the Weyl function. Special attention is paid to Weyl functions that decay along the negative real line or inside some sector in the complex plane, and spectral enclosures for $A_{[B]}$ are proved in this situation. The abstract results are applied to elliptic differential operators with local and non-local Robin boundary conditions on unbounded domains, to Schrödinger operators with $\delta$-potentials of complex strengths supported on unbounded hypersurfaces or...
1. Introduction

Spectral problems for differential operators in Hilbert spaces and related boundary value problems have attracted a lot of attention in the last decades and have strongly influenced the development of modern functional analysis and operator theory. For example, the classical treatment of Sturm–Liouville operators and the corresponding Titchmarsh–Weyl theory in Hilbert spaces have led to the abstract concept of boundary triples and their Weyl functions (see [43,55,82,96]), which is an efficient and well-established tool to investigate closed extensions of symmetric operators and their spectral properties via abstract boundary maps and an analytic function; see, e.g. [1,5,40–42,44, 53,56,115,117,125]. The more recent notion of quasi boundary triples and their Weyl functions are inspired by PDE analysis in a similar way. This abstract concept from [22, 24] is tailor-made for spectral problems involving elliptic partial differential operators and the corresponding boundary value problems; the Weyl function of a quasi boundary triple is the abstract counterpart of the Dirichlet-to-Neumann map. For different abstract treatments of elliptic PDEs and Dirichlet-to-Neumann maps we refer to the classical works [84,128] and the more recent approaches [11–13,30,54,77–80,83,91,118, 122,124].

To recall the notions of ordinary and quasi boundary triples in more detail, let $S$ be a densely defined, closed, symmetric operator in a Hilbert space $(\mathcal{H},(\cdot,\cdot)_{\mathcal{H}})$ and let $S^*$ denote its adjoint; then $\{\mathcal{G},\Gamma_0,\Gamma_1\}$ is said to be an ordinary boundary triple for $S^*$ if $\Gamma_0,\Gamma_1 : \text{dom} S^* \to \mathcal{G}$ are linear mappings from the domain of $S^*$ into an auxiliary Hilbert space $(\mathcal{G},(\cdot,\cdot)_\mathcal{G})$ that satisfy the abstract Lagrange or Green identity
\[(S^* f, g)_H - (f, S^* g)_H = (\Gamma_1 f, \Gamma_0 g)_G - (\Gamma_0 f, \Gamma_1 g)_G \quad \text{for all } f, g \in \text{dom} \ S^* \] (1.1)

and a certain maximality condition. The corresponding Weyl function \( M \) is an operator-valued function in \( G \), which is defined by

\[ M(\lambda) \Gamma_0 f = \Gamma_1 f, \quad f \in \ker(S^* - \lambda), \ \lambda \in \rho(A_0), \] (1.2)

where \( A_0 = S^* \uparrow \ker \Gamma_0 \) is a self-adjoint operator in \( H \). For a singular Sturm–Liouville expression \(-\frac{d^2}{dx^2} + V \) in \( L^2(0, \infty) \) with a real-valued potential \( V \in L^\infty(0, \infty) \) the operators \( S \) and \( S^* \) can be chosen as the minimal and maximal operators, respectively, together with \( G = \mathbb{C} \) and \( \Gamma_0 f = f(0), \ \Gamma_1 f = f'(0) \) for \( f \in \text{dom} \ S^* \); in this case the corresponding abstract Weyl function coincides with the classical Titchmarsh–Weyl \( m \)-function.

The notion of quasi boundary triples is a natural generalization of the concept above, inspired by, and developed for, the treatment of elliptic differential operators. The main difference is, that the boundary maps \( \Gamma_0 \) and \( \Gamma_1 \) are only defined on a subspace \( \text{dom} \ T \) of \( \text{dom} \ S^* \), where \( T \) is an operator in \( H \) which satisfies \( T = S^* \). The identities (1.1) and (1.2) are only required to hold for elements in \( \text{dom} \ T \); see Section 2 for precise definitions. For the Schrödinger operator \(-\Delta + V \) in \( L^2(\Omega) \) with a real-valued potential \( V \in L^\infty(\Omega) \) on a domain \( \Omega \subset \mathbb{R}^n \) with a sufficiently regular boundary \( \partial \Omega \), the operators \( S \) and \( S^* \) can again be taken as the minimal and maximal operator, respectively, and a convenient choice for the domain of \( T = -\Delta + V \) is \( H^2(\Omega) \). Then \( G = L^2(\partial \Omega) \) and \( \Gamma_0 f = \partial_v f|_{\partial \Omega}, \ \Gamma_1 f = f|_{\partial \Omega} \) (where the latter denote the normal derivative and trace) form a quasi boundary triple, and the corresponding Weyl function is the energy-dependent Neumann-to-Dirichlet map.

The main focus of this paper is on non-self-adjoint extensions of \( S \) that are restrictions of \( S^* \) parameterized by an ordinary or quasi boundary triple and an (in general non-self-adjoint) boundary parameter, and to describe their spectral properties. For a quasi boundary triple \( \{ G, \Gamma_0, \Gamma_1 \} \) and a linear operator \( B \) in \( G \) we consider the operator

\[ A_{[B]} f = T f, \quad \text{dom} \ A_{[B]} = \{ f \in \text{dom} \ T : \Gamma_0 f = B \Gamma_1 f \} \] (1.3)

in \( H \). The principal results of this paper include (a) a sufficient condition for \( A_{[B]} \) to be m-sectorial and (b) enclosures for the numerical range and the spectrum of the operator \( A_{[B]} \) in parabola-type regions. The latter make use of decay properties of the Weyl function \( M \) along the negative half-axis or inside sectors in the complex plane; in order to make these results easily applicable, we provide (c) an abstract sufficient condition for the Weyl function to decay appropriately. We point out that, to the best of our knowledge, these results are also new in the special case of ordinary boundary triples. While the operator \( A_{[B]} \) can be regarded as a perturbation of the self-adjoint operator \( A_0 \) in the resolvent sense, let us mention that the spectra of additive non-self-adjoint perturbations of self-adjoint operators were studied recently in, e.g. [48–51,71]. In the second half of the present paper, we provide applications of these results to several classes of operators, namely to elliptic differential operators with local and non-local Robin boundary
conditions on domains with possibly non-compact boundaries, to Schrödinger operators with δ-interactions of complex strength supported on hypersurfaces, to infinitely many point δ-interactions on the real line, and to quantum graphs with non-self-adjoint vertex couplings.

Let us explain in more detail the structure, methodology, and results of this paper. After the preliminary Section 2, our first main result is Theorem 3.1, where it is shown that, under certain assumptions on the Weyl function and the boundary parameter B, the operator $A_{[B]}$ in (1.3) is sectorial, and a sector containing the numerical range of $A_{[B]}$ is specified; however, in applications it is essential to ensure that a sectorial operator is m-sectorial; hence the next main objective is to prove that the resolvent set of the operator $A_{[B]}$ in (1.3) is non-empty, which is a non-trivial question particularly for quasi boundary triples. This problem is treated in Section 4. The principal result here is Theorem 4.1, in which we provide sufficient conditions for $\lambda_0 \in \rho(A_{[B]})$ in terms of the operator $M(\lambda_0)$ and the parameter $B$. In this context also a Krein-type resolvent formula is obtained, and the adjoint of $A_{[B]}$ is related to a dual parameter $B'$; cf. [27,29] for the special case of symmetric $B$. We list various corollaries of Theorem 4.1 for more specialized situations. We point out that an alternative description of sectorial and m-sectorial extensions of a symmetric operator can be found in [14,114]; see also the review article [15] and [16–18]. Section 4 is complemented by two propositions on Schatten–von Neumann properties for the resolvent difference of $A_{[B]}$ and $A_0$; cf. [27,55] for related abstract results and, e.g. [21,26,33,85,112,115] for applications to differential operators. Such estimates can be used, for instance, to get bounds on the discrete spectrum of $A_{[B]}$; cf. [51]. In Section 5 we consider the situation when the Weyl function $M$ converges to 0 in norm along the negative half-axis or in some sector in the complex plane. The most important result in this section is Theorem 5.6 where, under the assumption that $\|M(\lambda)\|$ decays like a power of $\frac{1}{|\lambda|}$, the numerical range and the spectrum of $A_{[B]}$ are contained in a parabola-type region. Spectral enclosures of this type with more restrictive assumptions on $B$ were obtained for elliptic partial differential operators in [19, 20,73]; similar enclosures for Schrödinger operators with complex-valued regular potentials can be found in [2,71,108]. They also appear in the abstract settings of so-called $p$-subordinate perturbations [131]. Finally, as the last topic within the abstract part of this paper, we prove in Theorem 6.1 that the Weyl function decays along the negative real line or in suitable complex sectors with a certain rate if the map $\Gamma_1|A_0 - \mu|^{-\alpha}$ is bounded for some $\alpha \in (0, \frac{1}{2}]$ and some $\mu \in \rho(A_0)$, where the rate of the decay depends on $\alpha$. Example 6.4 shows the sharpness of this result.

Our abstract results are applied in Section 7 to elliptic partial differential operators with (in general non-local) Robin boundary conditions on domains with possibly non-compact boundaries; the class of admissible unbounded domains includes, for instance, domains of waveguide-type as considered in [34,67]. In Section 8 we apply our abstract results to Schrödinger operators in $\mathbb{R}^n$ with $\delta$-potentials of complex strength supported on (not necessarily bounded) hypersurfaces. We indicate also how our abstract methods can be combined with very recent norm estimates from [75] in order to obtain further
spectral enclosures and to establish absence of non-real spectrum for ‘weak’ complex δ-interactions in space dimensions \( n \geq 3 \) for compact hypersurfaces. Finally, we apply our machinery to Schrödinger operators on the real line with non-Hermitian δ-interactions supported on infinitely many points in Section 9, and to Laplacians on finite (not necessarily compact) graphs with non-self-adjoint vertex couplings in Section 10. Each of these sections has the same structure: after the problem under consideration is explained, first a quasi (or ordinary) boundary triple and its Weyl function are provided; next a lemma on the decay of the Weyl function is proved, and then a main result on spectral properties and enclosures is formulated, which can be derived easily from that decay together with the abstract results in the first part of this paper in each particular situation. To illustrate the different types of boundary conditions and interactions, more specialized cases and explicit examples are included in Sections 7–10.

Finally, let us fix some notation. By \( \sqrt{\cdot} \) we denote the branch of the complex square root such that \( \text{Im} \sqrt{\lambda} > 0 \) for all \( \lambda \in \mathbb{C} \setminus [0, \infty) \). Let us set \( \mathbb{R}_+ := [0, \infty) \) and \( \mathbb{C}^\pm := \{ \lambda \in \mathbb{C} : \pm \text{Im} \lambda > 0 \} \). Moreover, for any bounded, complex-valued function \( \alpha \) we use the abbreviation \( \|\alpha\|_\infty := \sup |\alpha| \). The space of bounded, everywhere defined operators from a Hilbert space \( \mathcal{H}_1 \) to another Hilbert space \( \mathcal{H}_2 \) is denoted by \( \mathcal{B}(\mathcal{H}_1, \mathcal{H}_2) \), and we set \( \mathcal{B}(\mathcal{H}_1) := \mathcal{B}(\mathcal{H}_1, \mathcal{H}_1) \). The Schatten–von Neumann ideal that consists of all compact operators from \( \mathcal{H}_1 \) to \( \mathcal{H}_2 \) whose singular values are \( p \)-summable is denoted by \( \mathcal{S}_p(\mathcal{H}_1, \mathcal{H}_2) \), and we set \( \mathcal{S}_p(\mathcal{H}_1) := \mathcal{S}_p(\mathcal{H}_1, \mathcal{H}_1) \); see, e.g. [81] for a detailed study of the \( \mathcal{S}_p \)-classes. Furthermore, for each densely defined operator \( A \) in a Hilbert space we write \( \text{Re} A := \frac{1}{2}(A + A^*) \) and \( \text{Im} A := \frac{1}{2i}(A - A^*) \) for its real and imaginary part, respectively, and, if \( A \) is closed, we denote by \( \rho(A) \) and \( \sigma(A) \) its resolvent set and spectrum, respectively.

2. Quasi boundary triples and their Weyl functions

In this preparatory section we first recall the notion and some properties of quasi boundary triples and their Weyl functions from [22,24]. Moreover, we discuss some elementary estimates and decay properties of the Weyl function.

In the following let \( S \) be a densely defined, closed, symmetric operator in a Hilbert space \( \mathcal{H} \).

**Definition 2.1.** Let \( T \subset S^* \) be a linear operator in \( \mathcal{H} \) such that \( \overline{T} = S^* \). A triple \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) is called a quasi boundary triple for \( T \subset S^* \) if \( \mathcal{G} \) is a Hilbert space and \( \Gamma_0, \Gamma_1 : \text{dom} T \to \mathcal{G} \) are linear mappings such that

(i) the abstract Green identity

\[
(Tf, g) - (f, Tg) = (\Gamma_1 f, \Gamma_0 g) - (\Gamma_0 f, \Gamma_1 g)
\]  

holds for all \( f, g \in \text{dom} T \), where \( (\cdot, \cdot) \) denotes the inner product both in \( \mathcal{H} \) and \( \mathcal{G} \);
(ii) the map $\Gamma := (\Gamma_0, \Gamma_1)^\top : \text{dom } T \to \mathcal{G} \times \mathcal{G}$ has dense range;

(iii) $A_0 := T \mid \ker \Gamma_0$ is a self-adjoint operator in $\mathcal{H}$.

If condition (ii) is replaced by the condition

(ii)' the map $\Gamma_0 : \text{dom } T \to \mathcal{G}$ is onto,

then \{\mathcal{G}, \Gamma_0, \Gamma_1\} is called a \textit{generalized boundary triple} for $T \subset S^*$.

The notion of quasi boundary triples was introduced in [22, Definition 2.1]. The concept of generalized boundary triples appeared first in [56, Definition 6.1]. It follows from [56, Lemma 6.1] that each generalized boundary triple is also a quasi boundary triple. We remark that the converse is in general not true. A quasi or generalized boundary triple reduces to an ordinary boundary triple if the map $\Gamma$ in condition (ii) is onto (see [22, Corollary 3.2]). In this case $T$ is closed and coincides with $S^*$, and $A_0$ in condition (iii) is automatically self-adjoint. For the convenience of the reader we recall the usual definition of ordinary boundary triples.

\textbf{Definition 2.2.} A triple \{\mathcal{G}, \Gamma_0, \Gamma_1\} is called an \textit{ordinary boundary triple} for $S^*$ if $\mathcal{G}$ is a Hilbert space and $\Gamma_0, \Gamma_1 : \text{dom } S^* \to \mathcal{G}$ are linear mappings such that

(i) the abstract Green identity

\begin{equation}
(S^* f, g) - (f, S^* g) = (\Gamma_1 f, \Gamma_0 g) - (\Gamma_0 f, \Gamma_1 g)
\end{equation}

holds for all $f, g \in \text{dom } S^*$;

(ii) the map $\Gamma := (\Gamma_0, \Gamma_1)^\top : \text{dom } S^* \to \mathcal{G} \times \mathcal{G}$ is onto.

We refer the reader to [22,24] for a detailed study of quasi boundary triples, to [52,56] for generalized boundary triples and to [43,44,55,82,96] for ordinary boundary triples. For later purposes we recall the following result, which is useful to determine the adjoint and a (quasi) boundary triple for a given symmetric operator; see [22, Theorem 2.3].

\textbf{Theorem 2.3.} Let $\mathcal{H}$ and $\mathcal{G}$ be Hilbert spaces and let $T$ be a linear operator in $\mathcal{H}$. Assume that $\Gamma_0, \Gamma_1 : \text{dom } T \to \mathcal{G}$ are linear mappings such that the following conditions hold:

(i) the abstract Green identity

\begin{equation}
(T f, g) - (f, T g) = (\Gamma_1 f, \Gamma_0 g) - (\Gamma_0 f, \Gamma_1 g)
\end{equation}

holds for all $f, g \in \text{dom } T$;

(ii) the map $(\Gamma_0, \Gamma_1)^\top : \text{dom } T \to \mathcal{G} \times \mathcal{G}$ has dense range and $\ker \Gamma_0 \cap \ker \Gamma_1$ is dense in $\mathcal{H}$;
(iii) $T \upharpoonright \ker \Gamma_0$ is an extension of a self-adjoint operator $A_0$.

Then the restriction

$$S := T \upharpoonright (\ker \Gamma_0 \cap \ker \Gamma_1)$$

is a densely defined closed symmetric operator in $\mathcal{H}$, $\bar{T} = S^*$, and $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ is a quasi boundary triple for $T \subset S^*$ with $A_0 = T \upharpoonright \ker \Gamma_0$. If, in addition, the operator $T$ is closed or, equivalently, the map $(\Gamma_0, \Gamma_1)^\top : \text{dom} T \to \mathcal{G} \times \mathcal{G}$ is onto, then $T = S^*$ and $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ is an ordinary boundary triple for $S^*$ with $A_0 = T \upharpoonright \ker \Gamma_0$.

In the following let $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ be a quasi boundary triple for $T \subset S^*$. Since $A_0 = T \upharpoonright \ker \Gamma_0$ is self-adjoint, we have $\mathbb{C} \setminus \mathbb{R} \subset \rho(A_0)$, and for each $\lambda \in \rho(A_0)$ the direct sum decomposition

$$\text{dom} T = \text{dom} A_0 + \ker(T - \lambda) = \ker \Gamma_0 + \ker(T - \lambda)$$

holds. In particular, the restriction of the map $\Gamma_0$ to $\ker(T - \lambda)$ is injective. This allows the following definition.

**Definition 2.4.** The $\gamma$-field $\gamma$ and the Weyl function $M$ corresponding to the quasi boundary triple $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ are defined by

$$\lambda \mapsto \gamma(\lambda) := (\Gamma_0 \upharpoonright \ker(T - \lambda))^{-1}, \quad \lambda \in \rho(A_0),$$

and

$$\lambda \mapsto M(\lambda) := \Gamma_1 \gamma(\lambda), \quad \lambda \in \rho(A_0),$$

respectively.

The values $\gamma(\lambda)$ of the $\gamma$-field are operators defined on the dense subspace $\text{ran} \Gamma_0 \subset \mathcal{G}$ which map onto $\ker(T - \lambda) \subset \mathcal{H}$. The values $M(\lambda)$ of the Weyl function are densely defined operators in $\mathcal{G}$ mapping $\text{ran} \Gamma_0$ into $\text{ran} \Gamma_1$. In particular, if $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ is a generalized or ordinary boundary triple, then $\gamma(\lambda)$ and $M(\lambda)$ are defined on $\mathcal{G} = \text{ran} \Gamma_0$, and it can be shown that $\gamma(\lambda) \in \mathcal{B}(\mathcal{G}, \mathcal{H})$ and $M(\lambda) \in \mathcal{B}(\mathcal{G})$ in this case.

Next we list some important properties of the $\gamma$-field and the Weyl function corresponding to a quasi boundary triple $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$, which can be found in [22, Proposition 2.6] or [24, Propositions 6.13 and 6.14]. These properties are well known for the $\gamma$-field and Weyl function corresponding to a generalized or ordinary boundary triple. Let $\lambda, \mu \in \rho(A_0)$. Then the adjoint operator $\gamma(\lambda)^*$ is bounded and satisfies

$$\gamma(\lambda)^* = \Gamma_1(A_0 - \bar{\lambda})^{-1} \in \mathcal{B}(\mathcal{H}, \mathcal{G}); \quad (2.3)$$
hence also $\gamma(\lambda)$ is bounded and $\overline{\gamma(\lambda)} = \gamma(\lambda)^{**} \in \mathcal{B}(\mathcal{G}, \mathcal{H})$. One has the useful identity

$$\gamma(\lambda) = (I + (\lambda - \mu)(A_0 - \lambda)^{-1})\gamma(\mu) = (A_0 - \mu)(A_0 - \lambda)^{-1}\gamma(\mu) \quad (2.4)$$

for $\lambda, \mu \in \rho(A_0)$, which implies

$$\overline{\gamma(\lambda)} = (I + (\lambda - \mu)(A_0 - \lambda)^{-1})\overline{\gamma(\mu)} = (A_0 - \mu)(A_0 - \lambda)^{-1}\overline{\gamma(\mu)}. \quad (2.5)$$

With the help of the functional calculus of the self-adjoint operator $A_0$ one can conclude from (2.5) that

$$\|\overline{\gamma(\lambda)}\| = \|\overline{\gamma(\lambda)}\| \quad \text{for all } \lambda \in \rho(A_0). \quad (2.6)$$

The values $M(\lambda)$ of the Weyl function satisfy $M(\lambda) \subset M(\overline{\lambda})^*$ and, in particular, the operators $M(\lambda)$ are closable. In general, the operators $M(\lambda)$ and their closures $\overline{M(\lambda)}$ are not bounded. However, if $M(\lambda_0)$ is bounded for some $\lambda_0 \in \rho(A_0)$, then $M(\lambda)$ is bounded for all $\lambda \in \rho(A_0)$; see Lemma 2.5 below. The function $\lambda \mapsto M(\lambda)$ is holomorphic in the sense that for any fixed $\mu \in \rho(A_0)$ it can be written as the sum of the possibly unbounded operator $\text{Re} M(\mu)$ and a $\mathcal{B}(\mathcal{G})$-valued holomorphic function,

$$M(\lambda) = \text{Re} M(\mu) + \gamma(\mu)^* [(\lambda - \text{Re} \mu) + (\lambda - \mu)(\lambda - \overline{\mu})(A_0 - \lambda)^{-1}] \overline{\gamma(\mu)}$$

for all $\lambda \in \rho(A_0)$. In particular, $\text{Im} M(\lambda)$ is a bounded operator for each $\lambda \in \rho(A_0)$.

Further, for every $x \in \text{ran} \Gamma_0$ we have

$$\frac{d^n}{d\lambda^n} M(\lambda)x = \frac{d^n}{d\lambda^n} \left(\gamma(\mu)^* [(\lambda - \text{Re} \mu) + (\lambda - \mu)(\lambda - \overline{\mu})(A_0 - \lambda)^{-1}] \overline{\gamma(\mu)}x\right)$$

for all $\lambda \in \rho(A_0)$ and all $n \in \mathbb{N}$, and hence the $n$th strong derivative $M^{(n)}(\lambda)$ (viewed as an operator defined on ran $\Gamma_0$) admits a continuous extension $\overline{M^{(n)}(\lambda)} \in \mathcal{B}(\mathcal{G})$. It satisfies

$$\overline{M^{(n)}(\lambda)} = n! \gamma(\lambda)^*(A_0 - \lambda)^{-(n-1)}\overline{\gamma(\lambda)}, \quad \lambda \in \rho(A_0), \ n \in \mathbb{N}; \quad (2.7)$$

see [28, Lemma 2.4 (iii)].

The Weyl function also satisfies (see [22, Proposition 2.6 (v)])

$$M(\lambda) - M(\mu) = (\lambda - \mu)\gamma(\overline{\mu})^*\gamma(\lambda), \quad (2.8)$$

and with $\mu = \overline{\lambda}$ and the relation $M(\overline{\lambda}) \subset M(\lambda)^*$ it follows that

$$\text{Im} M(\lambda) = (\text{Im} \lambda)\gamma(\lambda)^*\gamma(\lambda) \quad \text{and} \quad \overline{\text{Im} M(\lambda)} = (\text{Im} \lambda)\gamma(\lambda)^*\overline{\gamma(\lambda)}. \quad (2.9)$$

In the case when the values of $M$ are bounded operators we provide a simple bound for the norms $\|\overline{M(\lambda)}\|$ in the next lemma.
Lemma 2.5. Let \( \mathcal{G}, \Gamma_0, \Gamma_1 \) be a quasi boundary triple for \( T \subset S^* \) with corresponding Weyl function \( M \). Assume that \( M(\lambda) \) is bounded for one \( \lambda \in \rho(A_0) \). Then \( M(\lambda) \) is bounded for all \( \lambda \in \rho(A_0) \), and the estimate

\[
\| M(\lambda) \| \leq \left( 1 + \frac{|\lambda - \mu|}{\text{Im} \mu} + \frac{|\lambda - \mu| |\lambda - \overline{\mu}|}{\text{Im} \lambda \cdot |\text{Im} \mu|} \right) \| M(\mu) \| \quad (2.10)
\]

holds for all \( \lambda, \mu \in \mathbb{C} \setminus \mathbb{R} \).

Proof. It follows from (2.8), the relation \( \overline{\gamma(\lambda)} \in \mathcal{B}(\mathcal{G}, \mathcal{H}) \) and (2.3) that \( M(\lambda) \) is bounded for all \( \lambda \in \rho(A_0) \) if it is bounded for one \( \lambda \in \rho(A_0) \). Moreover, from the second identity in (2.9) we conclude that

\[
\| \gamma(\overline{\mu}) \| = \| (\overline{\mu})^* \gamma(\overline{\mu}) \|^{1/2} = \| \text{Im} M(\overline{\mu}) \|^{1/2} \| \text{Im} M(\mu) \|^{1/2}, \quad \mu \in \mathbb{C} \setminus \mathbb{R}, \quad (2.11)
\]

where we have used that \( M(\overline{\mu}) = M(\mu)^* \). If we replace \( \gamma(\lambda) \) on the right-hand side of (2.8) with the right-hand side of (2.4), we obtain the representation

\[
M(\lambda) = M(\mu) + (\lambda - \mu) \gamma(\overline{\mu})^* \gamma(\overline{\mu}) + (\lambda - \mu)(\lambda - \overline{\mu}) \gamma(\overline{\mu})^*(A_0 - \lambda)^{-1} \gamma(\overline{\mu}). \quad (2.12)
\]

By combining (2.11) and (2.12), for \( \lambda, \mu \in \mathbb{C} \setminus \mathbb{R} \) we obtain the estimate

\[
\| M(\lambda) \| \leq \| M(\mu) \| + \left( |\lambda - \mu| + |\lambda - \mu| |\lambda - \overline{\mu}| (A_0 - \lambda)^{-1} \right) \| \gamma(\overline{\mu}) \|^2
\]

\[
\leq \| M(\mu) \| + \left( |\lambda - \mu| + \frac{|\lambda - \mu| |\lambda - \overline{\mu}|}{\text{Im} \lambda} \right) \| \text{Im} M(\mu) \| \| \text{Im} M(\mu) \|^{1/2}
\]

\[
\leq \left( 1 + \frac{|\lambda - \mu|}{\text{Im} \mu} + \frac{|\lambda - \mu| |\lambda - \overline{\mu}|}{\text{Im} \lambda \cdot |\text{Im} \mu|} \right) \| M(\mu) \|. \quad \Box
\]

Decay properties of the Weyl function play an important role in this paper. The next lemma shows that a decay of the Weyl function along a non-real ray implies a uniform decay in certain sectors.

Lemma 2.6. Let \( \mathcal{G}, \Gamma_0, \Gamma_1 \) be a quasi boundary triple for \( T \subset S^* \) with corresponding Weyl function \( M \). Assume that \( M(\lambda) \) is bounded for one (and hence for all) \( \lambda \in \rho(A_0) \) and fix \( \varphi \in (-\pi, 0) \cup (0, \pi) \). Then for every interval \( [\psi_1, \psi_2] \subset (-\pi, 0) \) or \( [\psi_1, \psi_2] \subset (0, \pi) \) one has

\[
\| M(re^{i\psi}) \| = O \left( \| M(re^{i\varphi}) \| \right) \quad \text{as } r \to \infty \quad \text{uniformly in } \psi \in [\psi_1, \psi_2]. \quad (2.13)
\]
In particular, if \( \| M(\text{re}^{i\varphi}) \| \to 0 \) as \( r \to \infty \), then \( \| M(\text{re}^{i\psi}) \| \to 0 \) as \( r \to \infty \) uniformly in \( \psi \in [\psi_1, \psi_2] \).

**Proof.** Let \( \mu = \text{re}^{i\varphi} \) and \( \lambda = \text{re}^{i\psi} \) with \( \psi \in [\psi_1, \psi_2] \) and \( r > 0 \). Then

\[
|\lambda - \mu| = r \left| e^{i\frac{\psi_1-\varphi}{2}} - e^{-i\frac{\psi_1-\varphi}{2}} \right| = 2r \left| \sin \left( \frac{\psi - \varphi}{2} \right) \right|
\]

and

\[
|\lambda - \mu| = 2r \left| \sin \left( \frac{\psi + \varphi}{2} \right) \right|.
\]

Now (2.10) yields

\[
\| M(\text{re}^{i\psi}) \| \leq \left( 1 + \frac{2|\sin \frac{\psi_1-\varphi}{2}|}{2|\sin \varphi|} + \frac{4|\sin \frac{\psi_1-\varphi}{2}||\sin \frac{\psi + \varphi}{2}|}{|\sin \psi| \cdot |\sin \varphi|} \right) \| M(\text{re}^{i\varphi}) \|, \tag{2.14}
\]

which shows (2.13) since the expression in the brackets on the right-hand side of (2.14) is uniformly bounded in \( \psi \in [\psi_1, \psi_2] \). \( \square \)

In the context of the previous lemma we remark that \( \lambda \mapsto \| M(\lambda) \| \) decays at most as \( |\lambda|^{-1} \) since \( \lambda \mapsto -(M(\lambda)x, x)^{-1} \) grows at most linearly as it is a Nevanlinna function for every \( x \in \text{ran } \varGamma_0 \). We also recall from [29, Lemma 2.3] that for \( x \in \text{ran } \varGamma_0 \setminus \{0\} \) the function

\[
\lambda \mapsto (M(\lambda)x, x)
\]

is strictly increasing on each interval in \( \rho(A_0) \cap \mathbb{R} \); moreover, if \( A_0 \) is bounded from below and

\[
(M(\lambda)x, x) \to 0 \quad \text{as } \lambda \to -\infty
\]

for all \( x \in \text{ran } \varGamma_0 \), then

\[
(M(\lambda)x, x) > 0, \quad x \in \text{ran } \varGamma_0 \setminus \{0\}, \quad \lambda < \min \sigma(A_0). \tag{2.15}
\]

In the next proposition the case when the self-adjoint operator \( A_0 = T \mid \text{ker } \varGamma_0 \) is bounded from below and \( \| M(\lambda) \| \to 0 \) as \( \lambda \to -\infty \) is considered. Here the extension

\[
A_1 := T \mid \text{ker } \varGamma_1 \tag{2.16}
\]

is investigated. Observe that the abstract Green identity (2.2) yields that \( A_1 \) is symmetric in \( \mathcal{H} \), but in the setting of quasi boundary triples or generalized boundary triples \( A_1 \) is not necessarily self-adjoint (in contrast to the case of ordinary boundary triples).
Proposition 2.7. Let \( \{G, \Gamma_0, \Gamma_1\} \) be a quasi boundary triple for \( T \subset S^* \) with corresponding Weyl function \( M \) and suppose that \( A_1 = T \upharpoonright \ker \Gamma_1 \) is self-adjoint and that \( A_0 \) and \( A_1 \) are bounded from below. Further, assume that \( M(\lambda) \) is bounded for one (and hence for all) \( \lambda \in \rho(A_0) \) and that \( \|M(\lambda)\| \to 0 \) as \( \lambda \to -\infty \). Then

\[
\min \sigma(A_0) \leq \min \sigma(A_1). \tag{2.17}
\]

Proof. The assumption \( \|M(\lambda)\| \to 0 \) as \( \lambda \to -\infty \) implies that (2.15) holds for all \( x \in \text{ran} \Gamma_0 \setminus \{0\} \). Fix \( \lambda \in \mathbb{R} \) such that \( \lambda < \min \sigma(A_0) \) and \( \lambda < \min \sigma(A_1) \). It follows from [27, Theorem 3.8] and (2.15) that

\[
((A_1 - \lambda)^{-1}f, f) = ((A_0 - \lambda)^{-1}f, f) - (M(\lambda)^{-1}\gamma(\lambda)^*f, \gamma(\lambda)^*f)
\]

\[
= ((A_0 - \lambda)^{-1}f, f) - (M(\lambda)M(\lambda)^{-1}\gamma(\lambda)^*f, M(\lambda)^{-1}\gamma(\lambda)^*f)
\]

\[
\leq ((A_0 - \lambda)^{-1}f, f)
\]

for \( f \in H \). Since \( (A_1 - \lambda)^{-1} \) and \( (A_0 - \lambda)^{-1} \) are bounded non-negative operators, we conclude that

\[
\max \sigma((A_1 - \lambda)^{-1}) \leq \max \sigma((A_0 - \lambda)^{-1})
\]

and hence

\[
\min \sigma(A_0 - \lambda) \leq \min \sigma(A_1 - \lambda),
\]

which is equivalent to (2.17). \( \square \)

3. Sectorial extensions of symmetric operators

Let \( S \) be a densely defined, closed, symmetric operator in a Hilbert space \( H \) and let \( \{G, \Gamma_0, \Gamma_1\} \) be a quasi boundary triple for \( T \subset S^* \). For a linear operator \( B \) in \( G \) we define the operator \( A_{[B]} \) in \( H \) by

\[
A_{[B]}f = Tf, \quad \text{dom} A_{[B]} = \{f \in \text{dom} T : \Gamma_0 f = B \Gamma_1 f\}, \tag{3.1}
\]

where the boundary condition \( \Gamma_0 f = B \Gamma_1 f \) is understood in the sense that \( \Gamma_1 f \in \text{dom} B \) and \( \Gamma_0 f = B \Gamma_1 f \) holds. Clearly, \( A_{[B]} \) is a restriction of \( T \) and hence of \( S^* \). Moreover, \( A_{[B]} \) is an extension of \( S \) since \( S = T \upharpoonright (\ker \Gamma_0 \cap \ker \Gamma_1) \) by [22, Proposition 2.2]. Recall that in the special case of an ordinary boundary triple there is a one-to-one correspondence between closed linear relations \( B \) in \( G \) and closed extensions \( A_{[B]} \) of \( S \) that are restrictions of \( S^* \) via (3.1); for proper relations \( B \) the definition of \( A_{[B]} \) has to be interpreted accordingly. For generalized and quasi boundary triples one has to impose additional assumptions on \( B \) to guarantee that \( A_{[B]} \) is closed. In this and the following
sections we study the operators $A_B$ thoroughly; in particular, we are interested in their spectral properties.

In the next theorem it is shown that under additional assumptions on $B$ and the Weyl function $M$ that corresponds to $\{G, \Gamma_0, \Gamma_1\}$ the operator $A_B$ is sectorial. Recall first that the \textit{numerical range}, $W(A)$, of a linear operator $A$ is defined as

$$W(A) := \{(Af, f) : f \in \text{dom } A, \|f\| = 1\},$$

and that $A$ is called \textit{sectorial} if $W(A)$ is contained in a sector of the form

$$\{ z \in \mathbb{C} : \text{Re } z \geq \eta, |\text{Im } z| \leq \kappa(\text{Re } z - \eta) \}$$

for some $\eta \in \mathbb{R}$ and $\kappa > 0$. An operator $A$ is called \textit{m-sectorial} if $W(A)$ is contained in a sector \textit{(3.2)} and the complement of \textit{(3.2)} has a non-trivial intersection with $\rho(A)$. In this case the spectrum of $A$ is contained in the closure of $W(A)$; see, e.g. [125, Propositions 2.8 and 3.19]. Note that if $A$ is m-sectorial, then $-A$ generates an analytic semigroup; see, e.g. [95, Theorem IX.1.24].

\textbf{Theorem 3.1.} Let $\{G, \Gamma_0, \Gamma_1\}$ be a quasi boundary triple for $T \subset S^*$ with corresponding Weyl function $M$ such that $A_1 = T \upharpoonright \ker \Gamma_1$ is self-adjoint and bounded from below and $\rho(A_0) \cap (-\infty, \min \sigma(A_1)) \neq \emptyset$. Moreover, suppose that $M(\lambda)$ is bounded for one (and hence for all) $\lambda \in \rho(A_0)$ and that

$$M(\eta) \geq 0 \quad \text{for some } \eta < \min \sigma(A_1), \eta \in \rho(A_0). \quad (3.3)$$

Let $B$ be a closable operator in $G$ and assume that there exists $b \in \mathbb{R}$ such that

\begin{enumerate}
  \item[(i)] $\text{Re}(Bx, x) \leq b\|x\|^2$ for all $x \in \text{dom } B$;
  \item[(ii)] $b \|M(\eta)\| < 1$;
  \item[(iii)] $\text{ran } M(\eta)^{1/2} \subset \text{dom } B$.
\end{enumerate}

Then the operator $A_B$ is sectorial and the numerical range $W(A_B)$ is contained in the sector

$$S_\eta(B) := \{ z \in \mathbb{C} : \text{Re } z \geq \eta, |\text{Im } z| \leq \kappa_B(\eta)(\text{Re } z - \eta) \}, \quad (3.4)$$

where

$$\kappa_B(\eta) := \frac{\|\text{Im}(M(\eta)^{1/2}BM(\eta)^{1/2})\|}{1 - b\|M(\eta)\|}. \quad (3.5)$$

In particular, if $\rho(A_B) \cap (\mathbb{C} \setminus S_\eta(B)) \neq \emptyset$, then the operator $A_B$ is m-sectorial and $\sigma(A_B)$ is contained in the sector $S_\eta(B)$. 
Proof. Let \( \eta < \min \sigma(A_1) \) be such that \( \eta \in \rho(A_0) \) and \( M(\eta) \geq 0 \), which exists by (3.3). Moreover, let \( f \in \text{dom} \ A_B \) with \( \|f\| = 1 \). Based on the decomposition

\[
\text{dom} \ T = \text{dom} \ A_1 + \ker(T - \eta) = \ker \Gamma_1 + \ker(T - \eta)
\]

we can write \( f \) in the form \( f = f_1 + f_\eta \) with \( f_1 \in \ker \Gamma_1 = \text{dom} \ A_1 \) and \( f_\eta \in \ker(T - \eta) \).

This yields

\[
(A_Bf, f) = (T(f_1 + f_\eta), f_1 + f_\eta) = (A_1f_1, f_1) + (Tf_1, f_\eta) + (Tf_\eta, f_1) + (Tf_\eta, f_\eta)
\tag{3.6}
\]

Making use of the abstract Green identity (2.1) we obtain

\[
(Tf_1, f_\eta) = (f_1, Tf_\eta) + (\Gamma_1f_1, \Gamma_0f_\eta) - (\Gamma_0f_1, \Gamma_1f_\eta) = \eta(f_1, f_\eta) - (\Gamma_0f_1, \Gamma_1f_\eta).
\tag{3.7}
\]

Moreover, since \( f \in \text{dom} \ A_B \) and \( f_1 \in \ker \Gamma_1 \), we have \( \Gamma_1f_\eta \in \text{dom} \ B \) and

\[
\Gamma_0f_1 = B\Gamma_1f = \Gamma_0f_\eta = \Gamma_1f_\eta - \Gamma_0f_\eta.
\tag{3.8}
\]

Combining (3.7) and (3.8) we can rewrite the right-hand side of (3.6) in the form

\[
(A_Bf, f) = (A_1f_1, f_1) + \eta(f_1, f_\eta) - (B\Gamma_1f_\eta - \Gamma_0f_\eta, \Gamma_1f_\eta) + \eta(\|f_\eta\|^2 + (f_\eta, f_1))
\]

Next we use

\[
\|f_\eta\|^2 + 2\text{Re}(f_\eta, f_1) = \|f\|^2 - \|f_1\|^2 = 1 - \|f_1\|^2
\]

and the definition of \( M(\eta) \) to obtain

\[
(A_Bf, f) = (A_1f_1, f_1) + \eta - \eta\|f_1\|^2 - (BM(\eta)\Gamma_0f_\eta, M(\eta)\Gamma_0f_\eta) + (\Gamma_0f_\eta, M(\eta)\Gamma_0f_\eta).
\tag{3.9}
\]

recall that \( M(\eta) \) is a bounded, self-adjoint, non-negative operator. Using assumption (i) we obtain
\[
\text{Re}(BM(\eta) \Gamma_0 f_\eta, \overline{M(\eta) \Gamma_0 f_\eta}) \leq b \|\overline{M(\eta) \Gamma_0 f_\eta}\|^2 \\
\leq b \|\overline{M(\eta)}\|_{1/2}^2 \|\overline{M(\eta)}\|_{1/2} \|\Gamma_0 f_\eta\|^2 \\
= b \|\overline{M(\eta)}\| \|\overline{M(\eta)}\|_{1/2} \|\Gamma_0 f_\eta\|^2.
\]

(3.10)

From this, (3.9) and the fact that \(\eta < \min \sigma(A_1)\) we conclude that

\[
\text{Re}(A_{[B]} f, f) \geq \eta - \text{Re}(BM(\eta) \Gamma_0 f_\eta, \overline{M(\eta) \Gamma_0 f_\eta}) + \|\overline{M(\eta)}\|_{1/2} \|\Gamma_0 f_\eta\|^2 \\
\geq \eta + (1 - b \|\overline{M(\eta)}\|) \|\overline{M(\eta)}\|_{1/2} \|\Gamma_0 f_\eta\|^2.
\]

(3.11)

This, together with assumption (ii), implies that

\[
\text{Re}(A_{[B]} f, f) \geq \eta.
\]

(3.12)

Moreover, it follows with assumption (iii) that the operator \(BM(\eta)^{-1/2}\) is everywhere defined and closable since \(B\) is closable. Hence

\[
BM(\eta)^{-1/2} \in \mathcal{B}(G) \quad \text{and} \quad \overline{BM(\eta)}^{-1/2} \in \mathcal{B}(G).
\]

(3.13)

With (3.9) we obtain that

\[
|\text{Im}(A_{[B]} f, f)| = |\text{Im}(BM(\eta) \Gamma_0 f_\eta, \overline{M(\eta) \Gamma_0 f_\eta})| \\
= |\text{Im}(\overline{M(\eta)}^{1/2} BM(\eta)^{1/2} \overline{M(\eta)}^{1/2} \Gamma_0 f_\eta, \overline{M(\eta)}^{1/2} \Gamma_0 f_\eta)| \\
= |\left(\text{Im}(\overline{M(\eta)}^{1/2} BM(\eta)^{1/2}) \overline{M(\eta)}^{1/2} \Gamma_0 f_\eta, \overline{M(\eta)}^{1/2} \Gamma_0 f_\eta\right)| \\
\leq \|\text{Im}(\overline{M(\eta)}^{1/2} BM(\eta)^{1/2})\| \|\overline{M(\eta)}^{1/2} \Gamma_0 f_\eta\|^2.
\]

(3.14)

This, together with (3.11), implies that

\[
|\text{Im}(A_{[B]} f, f)| \leq \|\text{Im}(\overline{M(\eta)}^{1/2} BM(\eta)^{1/2})\| \frac{\text{Re}(A_{[B]} f, f) - \eta}{1 - b \|\overline{M(\eta)}\|}.
\]

(3.14)

The inequalities (3.12) and (3.14) show that the numerical range of \(A_{[B]}\) is contained in the sector \(S_\eta(B)\), and hence the operator \(A_{[B]}\) is sectorial. The last statement of the theorem is well known; see, e.g. [125, Proposition 3.19]. \(\square\)

**Remark 3.2.** In Theorem 3.1 it is not assumed explicitly that the self-adjoint extension \(A_0 = T \upharpoonright \ker \Gamma_0\) is bounded from below. However, the operator \(B = 0\) satisfies assumptions (i)–(iii) in Theorem 3.1 with \(b = 0\), which yields \(\kappa_B(\eta) = 0\). Thus the spectrum of the operator \(A_0 = A_{[0]}\) is contained in \([\eta, \infty)\) and therefore \(A_0\) is bounded from below by \(\eta\).
Theorem 3.1 provides explicit sufficient conditions for the extension $A_{[B]}$ in (3.1) to be sectorial. However, in applications it is essential to ensure that $A_{[B]}$ is m-sectorial, i.e. to guarantee that $\rho(A_{[B]}) \cap (C \setminus S_\eta(B)) \neq \emptyset$. We consider one particular situation in the next proposition, but deal in more detail with this question in the next section.

In the next proposition we specialize Theorem 3.1 to the situation of an ordinary boundary triple, where we can actually prove that the operator $A_{[B]}$ is m-sectorial; to the best of our knowledge the assertion is new. We remark that in the following proposition it is possible to choose $b = \max \sigma(\text{Re } B)$.

**Proposition 3.3.** Let $\{G, \Gamma_0, \Gamma_1\}$ be an ordinary boundary triple for $S^*$ with corresponding Weyl function $M$ and assume that $A_1$ is bounded from below and that $\rho(A_0) \cap (-\infty, \min \sigma(A_1)) \neq \emptyset$. Moreover, assume that

$$M(\eta) \geq 0 \quad \text{for some } \eta < \min \sigma(A_1), \eta \in \rho(A_0).$$

Let $B \in \mathcal{B}(G)$, let $b \in \mathbb{R}$ be such that $\text{Re}(Bx, x) \leq b\|x\|^2$ for all $x \in G$, and assume that $b\|M(\eta)\| < 1$. Then the operator $A_{[B]}$ is m-sectorial and we have

$$\sigma(A_{[B]}) \subset \overline{W(A_{[B]})} \subset \left\{ z \in \mathbb{C} : \text{Re } z \geq \eta, \ |\text{Im } z| \leq \kappa_B(\eta)(\text{Re } z - \eta) \right\},$$

(3.15)

where

$$\kappa_B(\eta) := \frac{\|\text{Im}(M(\eta)^{1/2}BM(\eta)^{1/2})\|}{1 - b\|M(\eta)\|}.$$  

**Proof.** The fact that $A_{[B]}$ is sectorial and the second inclusion in (3.15) follow directly from Theorem 3.1. To prove that $A_{[B]}$ is m-sectorial we show that $\eta \in \rho(A_{[B]})$. Without loss of generality we can assume that $b \geq 0$. Observe that $M(\eta)^{1/2}$ is well defined since $M(\eta) \geq 0$ by assumption. For $x \in G$ with $\|x\| = 1$ we have

$$\text{Re}(M(\eta)^{1/2}BM(\eta)^{1/2}x, x) = \text{Re}(BM(\eta)^{1/2}x, M(\eta)^{1/2}x)$$

$$\leq b\|M(\eta)^{1/2}x\|^2 = b(M(\eta)x, x) \leq b\|M(\eta)\|,$$

which implies that

$$\sigma(M(\eta)^{1/2}BM(\eta)^{1/2}) \subset \overline{W(M(\eta)^{1/2}BM(\eta)^{1/2})}$$

$$\subset \left\{ z \in \mathbb{C} : \text{Re } z \leq b\|M(\eta)\| \right\}.$$  

Since $b\|M(\eta)\| < 1$, this yields

$$1 \in \rho(M(\eta)^{1/2}BM(\eta)^{1/2})$$
and hence $1 \in \rho(BM(\eta))$. Now [56, Proposition 1.6] implies that $\eta \in \rho(A_{[B]})$, and therefore $A_{[B]}$ is m-sectorial, which also proves the first inclusion in (3.15). \qed

4. Sufficient conditions for closed extensions with non-empty resolvent set

Let $S$ be a densely defined, closed, symmetric operator in a Hilbert space $\mathcal{H}$ and let $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ be a quasi boundary triple for $T \subset S^*$. In this section we provide some abstract sufficient conditions on the (boundary) operator $B$ in $\mathcal{G}$ such that the operator $A_{[B]}$ defined in (3.1) is closed and has a non-empty resolvent set.

**Theorem 4.1.** Let $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ be a quasi boundary triple for $T \subset S^*$ with corresponding $\gamma$-field $\gamma$ and Weyl function $M$. Let $B$ be a closable operator in $\mathcal{G}$ and assume that there exists $\lambda_0 \in \rho(A_0)$ such that the following conditions are satisfied:

(i) $1 \in \rho(BM(\lambda_0));$
(ii) $B(\text{ran } M(\lambda_0) \cap \text{dom } B) \subset \text{ran } \Gamma_0;$
(iii) $\text{ran } \Gamma_1 \subset \text{dom } B;$
(iv) $B(\text{ran } \Gamma_1) \subset \text{ran } \Gamma_0$ or $\lambda_0 \in \rho(A_1)$.

Then the operator

$$A_{[B]}f = Tf, \quad \text{dom } A_{[B]} = \{f \in \text{dom } T : \Gamma_0f = B\Gamma_1f\},$$

(4.1)

is a closed extension of $S$ in $\mathcal{H}$ such that $\lambda_0 \in \rho(A_{[B]})$, and

$$(A_{[B]} - \lambda)^{-1} = (A_0 - \lambda)^{-1} + \gamma(\lambda)(I - BM(\lambda))^{-1}B\gamma(\bar{\lambda})^*$$

holds for all $\lambda \in \rho(A_{[B]}) \cap \rho(A_0)$.

Further, let $B'$ be a linear operator in $\mathcal{G}$ that satisfies (i)–(iv) with $B$ replaced by $B'$ and $\lambda_0$ replaced by $\bar{\lambda}_0$, and assume that

$$(Bx, y) = (x, B'y) \quad \text{for all } x \in \text{dom } B, \ y \in \text{dom } B'.$$

(4.3)

Then $A_{[B']} = A_{[B]}^*.$

(4.4)

In particular, $\bar{\lambda}_0 \in \rho(A_{[B']}).$

**Remark 4.2.** In the special case when the operator $B$ in Theorem 4.1 is symmetric and the assumptions (i) and (ii) hold for some $\lambda_0 \in \rho(A_0) \cap \mathbb{R}$ the result reduces to [29, Theorem 2.6], where self-adjointness of $A_{[B]}$ was shown; cf. also [29, Theorem 2.4]. In this sense Theorem 4.1 can be seen as a generalization of the considerations in [29, Section 2] to non-self-adjoint extensions.
Before we prove Theorem 4.1, we formulate some corollaries. If \( \{G, \Gamma_0, \Gamma_1\} \) is a generalized boundary triple, then \( \text{ran} \Gamma_0 = G \) and \( M(\lambda_0) \in \mathcal{B}(G) \). Hence in this case the above theorem reads as follows.

**Corollary 4.3.** Let \( \{G, \Gamma_0, \Gamma_1\} \) be a generalized boundary triple for \( T \subset S^* \) with corresponding \( \gamma \)-field \( \gamma \) and Weyl function \( M \). Let \( B \) be a closable operator in \( G \) and assume that there exists \( \lambda_0 \in \rho(A_0) \) such that the following conditions are satisfied:

(i) \( 1 \in \rho(BM(\lambda_0)) \);
(ii) \( \text{ran} \Gamma_1 \subset \text{dom} B \).

Then the operator \( A_{[B]} \) in (4.1) is a closed extension of \( S \) such that \( \lambda_0 \in \rho(A_{[B]}) \), and the resolvent formula (4.2) holds for all \( \lambda \in \rho(A_{[B]}) \cap \rho(A_0) \).

Further, let \( B' \) be a linear operator in \( G \) that satisfies (i) and (ii) with \( B \) replaced by \( B' \) and \( \lambda_0 \) replaced by \( \overline{\lambda_0} \), and assume that (4.3) holds. Then \( A_{[B']} \) is closed and \( A_{[B']} = A^*_{[B]} \). In particular, \( \overline{\lambda_0} \in \rho(A_{[B']}) \).

In the special case when \( \{G, \Gamma_0, \Gamma_1\} \) in Theorem 4.1 or Corollary 4.3 is an ordinary boundary triple the condition \( \text{ran} \Gamma_1 \subset \text{dom} B \) implies \( \text{dom} B = G \). Since \( B \) is assumed to be closable, it follows that \( B \) is closed and hence \( B \in \mathcal{B}(G) \). In this case the statements in Theorem 4.1 and Corollary 4.3 are well known.

In the next corollary we return to the general situation of a quasi boundary triple, but we assume that \( B \) is bounded and everywhere defined on \( G \).

**Corollary 4.4.** Let \( \{G, \Gamma_0, \Gamma_1\} \) be a quasi boundary triple for \( T \subset S^* \) with corresponding Weyl function \( M \). Let \( B \in \mathcal{B}(G) \) and assume that there exists \( \lambda_0 \in \rho(A_0) \) such that the following conditions are satisfied:

(i) \( 1 \in \rho(BM(\lambda_0)) \);
(ii) \( B(\text{ran} M(\lambda_0)) \subset \text{ran} \Gamma_0 \);
(iii) \( B(\text{ran} \Gamma_1) \subset \text{ran} \Gamma_0 \) or \( \lambda_0 \in \rho(A_1) \).

Then the operator \( A_{[B]} \) in (4.1) is a closed extension of \( S \) such that \( \lambda_0 \in \rho(A_{[B]}) \), and the resolvent formula (4.2) holds for all \( \lambda \in \rho(A_{[B]}) \cap \rho(A_0) \).

Further, if conditions (i)–(iii) are satisfied also for \( B^* \) instead of \( B \) and \( \lambda_0 \) replaced by \( \overline{\lambda_0} \), then \( A_{[B^*]} = A^*_{[B]} \). In particular, \( \overline{\lambda_0} \in \rho(A_{[B^*]}) \).

Note that if in Corollary 4.4 the triple \( \{G, \Gamma_0, \Gamma_1\} \) is a generalized boundary triple, then assumptions (ii) and (iii) are automatically satisfied.

In the next two corollaries a set of conditions is provided which guarantee that condition (i) in Theorem 4.1 is satisfied; here Corollary 4.6 is a special case of Corollary 4.5 for
bounded $B$. In contrast to the previous results it is also assumed that $M(\lambda)$ is bounded for one (and hence for all) $\lambda \in \rho(A_0)$ and that the set $\rho(A_0) \cap \mathbb{R}$ is non-empty.

**Corollary 4.5.** Let $\{G, \Gamma_0, \Gamma_1\}$ be a quasi boundary triple for $T \subset S^*$ with corresponding Weyl function $M$, and assume that $M(\lambda)$ is bounded for one (and hence for all) $\lambda \in \rho(A_0)$. Let $B$ be a closable operator in $G$ and assume that there exist $b \in \mathbb{R}$ and $\lambda_0 \in \rho(A_0) \cap \mathbb{R}$ such that the following conditions are satisfied:

(i) $\Re(Bx, x) \leq b\|x\|^2$ for all $x \in \text{dom } B$;
(ii) $M(\lambda_0) \geq 0$ and $b\|M(\lambda_0)\| < 1$;
(iii) $\text{ran } \overline{M(\lambda_0)}^{1/2} \subset \text{dom } B$;
(iv) $B(\text{ran } \overline{M(\lambda_0)}) \subset \text{ran } \Gamma_0$;
(v) $\text{ran } \Gamma_1 \subset \text{dom } B$;
(vi) $B(\text{ran } \Gamma_1) \subset \text{ran } \Gamma_0$ or $\lambda_0 \in \rho(A_1)$.

Then the operator $A_{[B]}$ in (4.1) is a closed extension of $S$ such that $\lambda_0 \in \rho(A_{[B]})$, and the resolvent formula (4.2) holds for all $\lambda \in \rho(A_{[B]}) \cap \rho(A_0)$.

Further, let $B'$ be a linear operator in $G$ that satisfies (i)–(vi) with $B$ replaced by $B'$ and assume that (4.3) holds. Then $A_{[B']} = A_{[B]}^*$. In particular, $\lambda_0 \in \rho(A_{[B']}^*)$.

For $B \in \mathcal{B}(G)$, Corollary 4.5 reads as follows.

**Corollary 4.6.** Let $\{G, \Gamma_0, \Gamma_1\}$ be a quasi boundary triple for $T \subset S^*$ with corresponding Weyl function $M$, and assume that $M(\lambda)$ is bounded for one (and hence for all) $\lambda \in \rho(A_0)$. Let $B \in \mathcal{B}(G)$ and $b \in \mathbb{R}$ such that

$$\Re(Bx, x) \leq b\|x\|^2 \quad \text{for all } x \in G$$

and assume that for some $\lambda_0 \in \rho(A_0) \cap \mathbb{R}$ the following conditions are satisfied:

(i) $M(\lambda_0) \geq 0$ and $b\|M(\lambda_0)\| < 1$;
(ii) $B(\text{ran } \overline{M(\lambda_0)}) \subset \text{ran } \Gamma_0$;
(iii) $B(\text{ran } \Gamma_1) \subset \text{ran } \Gamma_0$ or $\lambda_0 \in \rho(A_1)$.

Then the operator $A_{[B]}$ in (4.1) is a closed extension of $S$ such that $\lambda_0 \in \rho(A_{[B]})$, and the resolvent formula (4.2) holds for all $\lambda \in \rho(A_{[B]}) \cap \rho(A_0)$.

Further, if conditions (i)–(iii) are satisfied also for $B^*$ instead of $B$, then $A_{[B^*]} = A_{[B]}^*$. In particular, $\lambda_0 \in \rho(A_{[B^*]})$.

**Proof of Corollary 4.5.** It suffices to show that assumptions (i)–(iii) in Corollary 4.5 imply assumption (i) in Theorem 4.1. The assumption (ii) in Theorem 4.1 is satisfied since the inclusion
Theorem 4.1. Proof of Theorem 4.1.

Step 5. The assumptions (iii) and (iv) in Theorem 4.1 coincide with (v) and (vi) in Corollary 4.5.

In order to show (i) in Theorem 4.1 we use a similar idea as in the proof of Proposition 3.3, but we have to be more careful with operator domains. Note first that a negative \( b \) in (i) and (ii) in Corollary 4.5 can always be replaced by 0; hence without loss of generality we can assume that \( b \geq 0 \). For \( \lambda_0 \in \rho(A_0) \cap \mathbb{R} \) such that \( M(\lambda_0) \geq 0 \) we have \( M(\lambda_0) \geq 0 \). As in (3.13) in the proof of Theorem 3.1 the operator

\[
BM(\lambda_0)^{1/2}
\]

is defined on all of \( \mathcal{G} \) by (iii) and is closable since \( B \) is closable. Hence

\[
BM(\lambda_0)^{1/2} \in \mathcal{B}(\mathcal{G}) \quad \text{and} \quad M(\lambda_0)^{1/2}BM(\lambda_0)^{1/2} \in \mathcal{B}(\mathcal{G}).
\]

Then for \( x \in \mathcal{G} \) with \( \|x\| = 1 \) we conclude from assumption (i) that

\[
\text{Re}(BM(\lambda_0)^{1/2}BM(\lambda_0)^{1/2} x, x) = \text{Re}(BM(\lambda_0)^{1/2} x, M(\lambda_0)^{1/2} x) \\
\leq b \| M(\lambda_0)^{1/2} x \|^2 = b(M(\lambda_0)x, x) \leq b \| M(\lambda_0) \|.
\]

Thus

\[
\sigma(M(\lambda_0)^{1/2}BM(\lambda_0)^{1/2}) \subset W(M(\lambda_0)^{1/2}BM(\lambda_0)^{1/2}) \\
\subset \{ z \in \mathbb{C} : \text{Re} z \leq b \| M(\lambda_0) \| \},
\]

and hence assumption (ii) implies that

\[
1 \in \rho(M(\lambda_0)^{1/2}BM(\lambda_0)^{1/2}).
\]

This shows that also \( 1 \in \rho(BM(\lambda_0)) \) and therefore (i) in Theorem 4.1 holds. \( \square \)

Now we finally turn to the proof of Theorem 4.1. We note that the arguments in Steps 2, 4 and 5 are similar to those in the proof of [29, Theorem 2.4], where the case when \( B \) is symmetric was treated. For the convenience of the reader we provide a self-contained and complete proof.

**Proof of Theorem 4.1.** The proof of Theorem 4.1 consists of six separate steps. During the first four steps of the proof we assume that the first condition in (iv) is satisfied. In Step 5 of the proof we show that the second condition in (iv) and assumptions (ii) and
(iii) imply the first condition in (iv). Finally, in Step 6 we prove the statements about $A_{[\mathcal{B}]}$.

Step 1. We claim that $\ker(A_{[\mathcal{B}]} - \lambda_0) = \{0\}$. To this end, let $f \in \ker(A_{[\mathcal{B}]} - \lambda_0)$. Then $f$ satisfies the equation $Tf = \lambda_0 f$ and the abstract boundary condition $\Gamma_0 f = B\Gamma_1 f$. It follows that

$$\Gamma_0 f = B\Gamma_1 f = BM(\lambda_0)\Gamma_0 f = \overline{BM(\lambda_0)}\Gamma_0 f,$$

that is, $\Gamma_0 f \in \ker(I - BM(\lambda_0))$. From this and assumption (i) of the theorem it follows that $\Gamma_0 f = 0$ and, thus, $f \in \ker(A_0 - \lambda_0)$. Since $\lambda_0 \in \rho(A_0)$, we obtain that $f = 0$. Therefore we have $\ker(A_{[\mathcal{B}]} - \lambda_0) = \{0\}$.

Step 2. Next we show that

$$\text{ran}(A_{[\mathcal{B}]} - \lambda_0) = \mathcal{H} \quad (4.7)$$

holds. In order to do so, we first verify the inclusion

$$\text{ran}(B\gamma(\overline{\lambda_0})^*) \subset \text{ran}(I - BM(\lambda_0)). \quad (4.8)$$

Note that the product $B\gamma(\overline{\lambda_0})^*$ on the left-hand side of (4.8) is defined on all of $\mathcal{H}$ since $\gamma(\overline{\lambda_0})^* = \Gamma_1(A_0 - \lambda_0)^{-1}$ by (2.3) and $\text{ran} \Gamma_1 \subset \text{dom} B$ by condition (iii). For the inclusion in (4.8) consider $\psi = B\gamma(\overline{\lambda_0})^* f$ for some $f \in \mathcal{H}$. From (2.3) and the first condition in (iv) we obtain that $\psi \in \text{ran} \Gamma_0$. Making use of assumption (i) we see that

$$\varphi := (I - BM(\lambda_0))^{-1}\psi \in \text{dom}(BM(\overline{\lambda_0})) \quad (4.9)$$

is well defined. Hence

$$\varphi = BM(\overline{\lambda_0})\varphi + \psi,$$

and since $BM(\overline{\lambda_0}) \varphi \in \text{ran} M(\overline{\lambda_0}) \cap \text{dom} B$, it follows from (ii) and $\psi \in \text{ran} \Gamma_0$ that $\varphi \in \text{ran} \Gamma_0 = \text{dom} M(\lambda_0)$. Thus we conclude from (4.9) that

$$(I - BM(\lambda_0))\varphi = \psi,$$

which shows the inclusion (4.8).

To verify (4.7), let $f \in \mathcal{H}$ and consider

$$h := (A_0 - \lambda_0)^{-1} f + \gamma(\lambda_0)(I - BM(\lambda_0))^{-1} B\gamma(\overline{\lambda_0})^* f. \quad (4.10)$$

Observe that $h$ is well defined since $\text{dom} \gamma(\lambda_0) = \text{dom} M(\lambda_0) \supset \text{ran}(I - BM(\lambda_0))^{-1}$ and the product of $(I - BM(\lambda_0))^{-1}$ and $B\gamma(\overline{\lambda_0})^*$ makes sense by (4.8). It is clear that $h \in \text{dom} T$. Moreover, from $\text{dom} A_0 = \ker \Gamma_0$, the definitions of the $\gamma$-field and Weyl function, and (2.3) we conclude that
\[
\Gamma_0 h = (I - BM(\lambda_0))^{-1} B\gamma(\lambda_0)^* f
\]

and
\[
\Gamma_1 h = \gamma(\lambda_0)^* f + M(\lambda_0)(I - BM(\lambda_0))^{-1} B\gamma(\lambda_0)^* f.
\]

Now it follows that
\[
BG_1 h = (I - BM(\lambda_0))^{-1} B\gamma(\lambda_0)^* f = \Gamma_0 h,
\]
and therefore \( h \in \text{dom} A_{[B]} \). From the definition of \( h \) in \((4.10)\) and \( \gamma(\lambda_0) = \ker(T - \lambda_0) \)
we obtain that
\[
(A_{[B]} - \lambda_0)h = (T - \lambda_0)h = f.
\]

Hence we have proved \((4.7)\). Moreover, since \( h = (A_{[B]} - \lambda_0)^{-1} f \), we also conclude from \((4.10)\) that
\[
A_{[B]} - \lambda_0)^{-1} f = (A_0 - \lambda_0)^{-1} f + \gamma(\lambda_0)(I - BM(\lambda_0))^{-1} B\gamma(\lambda_0)^* f. \quad (4.11)
\]

Step 3. We verify that \( A_{[B]} \) is closed and that \( \lambda_0 \in \rho(A_{[B]}) \). Since \( B \) is closable by assumption and \( \gamma(\lambda_0)^* \in B(\mathcal{H}, \mathcal{G}) \), it follows that \( B\gamma(\lambda_0)^* \) is closable and hence closed, so that
\[
B\gamma(\lambda_0)^* \in B(\mathcal{H}, \mathcal{G}). \quad (4.12)
\]

The operators \( \gamma(\lambda_0) \) and \((I - BM(\lambda_0))^{-1} \) in \((4.11)\) are bounded by \((2.3)\) and assumption (i), respectively. Therefore \((4.11)\) shows that the operator \((A_{[B]} - \lambda_0)^{-1} \) is bounded. Since \((A_{[B]} - \lambda_0)^{-1} \) is defined on \( \mathcal{H} \) by \((4.7)\), it follows that \( A_{[B]} \) is closed and \( \lambda_0 \in \rho(A_{[B]}) \).

Step 4. Now we prove the resolvent formula \((4.2)\) for all \( \lambda \in \rho(A_{[B]}) \cap \rho(A_0) \). We first observe that \( I - BM(\lambda) \) is injective for \( \lambda \in \rho(A_{[B]}) \cap \rho(A_0) \). In fact, let \( \varphi \in \ker(I - BM(\lambda)) \). Then \( \varphi \in \text{dom} M(\lambda) = \text{ran} \Gamma_0 \) and \( f := \gamma(\lambda)\varphi \) belongs to \( \ker(T - \lambda) \). Furthermore, \( \Gamma_0 f = \varphi \), and from
\[
BG_1 f = BM(\lambda)\Gamma_0 f = BM(\lambda)\varphi = \varphi = \Gamma_0 f
\]
we conclude that \( f \in \text{dom} A_{[B]} \). Since \( f \in \ker(T - \lambda) \), this implies that \( f \in \ker(A_{[B]} - \lambda) \), and hence \( f = 0 \) as \( \lambda \in \rho(A_{[B]}) \) by assumption. It follows that \( \varphi = \Gamma_0 f = 0 \), and therefore \( I - BM(\lambda) \) is injective.

Now let \( f \in \mathcal{H} \), \( \lambda \in \rho(A_{[B]}) \cap \rho(A_0) \), and set
\[
k := (A_{[B]} - \lambda)^{-1} f - (A_0 - \lambda)^{-1} f. \quad (4.13)
\]
With \( g := (A_{[B]} - \lambda)^{-1}f \in \text{dom } A_{[B]} \) we have \( BT_1 g = \Gamma_0 g = \Gamma_1 k \). Since \( k \in \ker(T - \lambda) \), it is also clear that \( M(\lambda)\Gamma_0 k = \Gamma_1 k \). Moreover, \( \Gamma_1 (g - k) = \gamma(\lambda)^* f \) by (2.3), and therefore

\[
(I - BM(\lambda))\Gamma_0 k = \Gamma_0 g - BM(\lambda)\Gamma_0 k = B\Gamma_1 g - B\Gamma_1 k = B\gamma(\lambda)^* f 
\]
yields \( \Gamma_0 k = (I - BM(\lambda))^{-1}B\gamma(\lambda)^* f \). Since \( k \in \ker(T - \lambda) \), we have

\[
k = \gamma(\lambda)\Gamma_0 k = \gamma(\lambda)\Gamma_0 (I - BM(\lambda))^{-1}B\gamma(\lambda)^* f,
\]
which, together with (4.13), yields (4.2) for \( \lambda \in \rho(A_{[B]}) \cap \rho(A_0) \).

**Step 5.** Now assume that \( \lambda_0 \in \rho(A_1) \), i.e. the second condition in (iv) holds. We claim that in this situation \( B(\text{ran } \Gamma_1) \subset \text{ran } \Gamma_0 \) follows. In fact, suppose that \( g \in \text{ran } \Gamma_1 \). Then \( g \in \text{dom } B \) by condition (iii). Since \( \text{ran } \Gamma_1 = \text{ran } M(\lambda_0) \subset \text{ran } (M(\lambda_0)) \) in the present situation by [22, Proposition 2.6(iii)], we conclude from (ii) that \( Bg \in \text{ran } \Gamma_0 \).

**Step 6.** Now let \( B' \) be as in the last part of the statement of the theorem. By assumption (iii) for \( B \) and \( B' \), both operators are densely defined. Hence relation (4.3) implies that \( B' \) is also closable. It follows from Steps 1–5 that \( A_{[B']} \) is closed and that \( \lambda_0 \in \rho(A_{[B']}) \). Let \( f \in \text{dom } A_{[B]} \) and \( g \in \text{dom } A_{[B']} \). Then \( \Gamma_1 f \in \text{dom } B, \Gamma_1 g \in \text{dom } B' \) and

\[
\Gamma_0 f = B\Gamma_1 f \quad \text{and} \quad \Gamma_0 g = B'\Gamma_1 g.
\]
Hence Green’s identity (2.1) and the relation (4.3) yield

\[
(A_{[B]} f, g) - (f, A_{[B']} g) = (Tf, g) - (f, Tg) = (\Gamma_1 f, \Gamma_0 g) - (\Gamma_0 f, \Gamma_1 g)
\]

\[
= (\Gamma_1 f, B'\Gamma_1 g) - (B\Gamma_1 f, \Gamma_1 g) = 0,
\]
which implies that

\[
A_{[B']} \subset A_{[B]}^*.
\]

(4.14)
Since \( \lambda_0 \in \rho(A_{[B']} \), we have \( \lambda_0 \in \rho(A_{[B]}^*) \). This, together with \( \lambda_0 \in \rho(A_{[B']}) \) and (4.14), proves the relation in (4.4). \( \square \)

In the next proposition we consider Schatten–von Neumann properties of certain resolvent differences (see the end of the introduction for the definition of the classes \( \mathcal{G}_p \)). For the self-adjoint case parts of the results of the following proposition can be found in [27, Theorem 3.17].

**Proposition 4.7.** Let \( \{G, \Gamma_0, \Gamma_1\} \) be a quasi boundary triple for \( T \subset S^* \) with corresponding \( \gamma \)-field \( \gamma \) and Weyl function \( M \). Let \( B \) be a closable operator in \( G \) and assume that there exists \( \lambda_0 \in \rho(A_0) \) such that conditions (i)–(iv) in Theorem 4.1 are satisfied. Moreover, assume that

...
\[ \gamma(\lambda_1)^* \in \mathcal{G}_p(\mathcal{H}, \mathcal{G}) \]  \hspace{1cm} (4.15)

for some \( \lambda_1 \in \rho(A_0) \) and some \( p > 0 \). Then

\[ (A_{[B]} - \lambda)^{-1} - (A_0 - \lambda)^{-1} \in \mathcal{G}_p(\mathcal{H}) \]  \hspace{1cm} (4.16)

for all \( \lambda \in \rho(A_{[B]}) \cap \rho(A_0) \). If, in addition, \( A_1 \) is self-adjoint, then

\[ (A_{[B]} - \lambda)^{-1} - (A_1 - \lambda)^{-1} \in \mathcal{G}_p(\mathcal{H}) \]  \hspace{1cm} (4.17)

for all \( \lambda \in \rho(A_{[B]}) \cap \rho(A_1) \).

**Proof.** By Theorem 4.1, the resolvent formula (4.2) holds for all \( \lambda \in \rho(A_{[B]}) \cap \rho(A_0) \), and it can also be written in the form

\[ (A_{[B]} - \lambda)^{-1} - (A_0 - \lambda)^{-1} = \overline{\gamma(\lambda)}(I - BM(\lambda))^{-1}B\gamma(\lambda)^*. \]  \hspace{1cm} (4.18)

Moreover, it follows from (4.15) and [27, Proposition 3.5 (ii)] that \( \gamma(\lambda)^* \in \mathcal{G}_p(\mathcal{H}, \mathcal{G}) \) for all \( \lambda \in \rho(A_0) \) and, hence, also \( \overline{\gamma(\lambda)} = \gamma(\lambda)^* \in \mathcal{G}_p(\mathcal{G}, \mathcal{H}) \) for all \( \lambda \in \rho(A_0) \).

To prove (4.16), let first \( \lambda = \lambda_0 \) be given as in the assumptions of the proposition. Since \( B\gamma(\lambda)^* \in \mathcal{B}(\mathcal{H}, \mathcal{G}) \) can be shown as in (4.12) and \( (I - BM(\lambda))^{-1} \in \mathcal{B}(\mathcal{G}) \) holds by assumption (i) of Theorem 4.1, it is clear that the right-hand side of (4.18) belongs to the Schatten–von Neumann ideal \( \mathcal{G}_p(\mathcal{H}) \), which proves (4.16) for \( \lambda = \lambda_0 \). With the help of [27, Lemma 2.2] this property extends to all \( \lambda \in \rho(A_{[B]}) \cap \rho(A_0) \).

Assume now, in addition, that \( A_1 \) is self-adjoint and fix some \( \lambda \in \rho(A_{[B]}) \cap \rho(A_0) \cap \rho(A_1) \). Note that by [27, Theorem 3.8] the identity

\[ (A_1 - \lambda)^{-1} - (A_0 - \lambda)^{-1} = -\overline{\gamma(\lambda)}M(\lambda)^{-1}\gamma(\lambda)^* \]  \hspace{1cm} (4.19)

is true. It follows from [24, Proposition 6.14 (iii)] that the operator \( M(\lambda)^{-1} \) is closable, and [22, Proposition 2.6 (iii)] implies that

\[ \text{ran}(\gamma(\lambda)^*) \subset \text{ran} \Gamma_1 = \text{ran} M(\lambda). \]

Thus, the operator \( M(\lambda)^{-1}\gamma(\lambda)^* \) is everywhere defined and closable and hence closed, so that \( M(\lambda)^{-1}\gamma(\lambda)^* \in \mathcal{B}(\mathcal{H}, \mathcal{G}) \). Since \( \overline{\gamma(\lambda)} \in \mathcal{G}_p(\mathcal{G}, \mathcal{H}) \) by the first part of the proof, the identity (4.19) implies that

\[ (A_1 - \lambda)^{-1} - (A_0 - \lambda)^{-1} \in \mathcal{G}_p(\mathcal{H}). \]  \hspace{1cm} (4.20)

From (4.16) and (4.20) we conclude that (4.17) holds for all \( \lambda \in \rho(A_{[B]}) \cap \rho(A_0) \cap \rho(A_1) \), and again with the help of [27, Lemma 2.2] this property extends to all \( \lambda \in \rho(A_{[B]}) \cap \rho(A_1) \). \( \square \)
In the case when $B$ is bounded and everywhere defined the assertion of the previous proposition improves as follows.

**Proposition 4.8.** Let $\{G, \Gamma_0, \Gamma_1\}$ be a quasi boundary triple for $T \subset S^*$ with corresponding $\gamma$-field $\gamma$ and Weyl function $M$. Let $B \in \mathcal{B}(G)$ and assume that there exists $\lambda_0 \in \rho(A_0)$ such that conditions (i)-(iii) in Corollary 4.4 are satisfied. Further, assume that

$$\gamma(\lambda_1)^* \in \mathcal{S}_p(\mathcal{H}, G)$$

(4.21)

for some $\lambda_1 \in \rho(A_0)$ and some $p > 0$. Then

$$(A_{|B|} - \lambda)^{-1} - (A_0 - \lambda)^{-1} \in \mathcal{S}_q(\mathcal{H})$$

(4.22)

for all $\lambda \in \rho(A_{|B|}) \cap \rho(A_0)$. If, in addition, $A_1$ is self-adjoint and

$$M(\lambda_2)^{-1} \gamma(\lambda_2)^* \in \mathcal{S}_q(\mathcal{H}, G)$$

(4.24)

for some $\lambda_2 \in \rho(A_0) \cap \rho(A_1)$ and some $q > 0$, then

$$(A_{|B|} - \lambda)^{-1} - (A_1 - \lambda)^{-1} \in \mathcal{S}_r(\mathcal{H})$$

with

$$r = \max \left\{ \frac{p}{2}, \left(\frac{1}{p} + \frac{1}{q}\right)^{-1} \right\}$$

(4.23)

for all $\lambda \in \rho(A_{|B|}) \cap \rho(A_1)$.

**Proof.** By Corollary 4.4 the resolvent formula (4.18) holds for all $\lambda$ in the non-empty set $\rho(A_{|B|}) \cap \rho(A_0)$. As in the proof of Proposition 4.7 we conclude that $\gamma(\lambda)^* \in \mathcal{S}_p(\mathcal{H}, G)$ and $\gamma(\lambda) \in \mathcal{S}_p(\mathcal{H}, G)$ for all $\lambda \in \rho(A_0)$. Since $B \in \mathcal{B}(G)$, the operator $(I - BM(\lambda))^{-1} B$ is also in $\mathcal{B}(G)$, and hence standard properties of Schatten–von Neumann ideals imply that the right-hand side of (4.18) belongs to the Schatten–von Neumann ideal $\mathcal{S}_q(\mathcal{H})$.

Assume now that $A_1$ is self-adjoint and that $M(\lambda_2)^{-1} \gamma(\lambda_2)^* \in \mathcal{S}_q(\mathcal{H}, G)$ for some $\lambda_2 \in \rho(A_0) \cap \rho(A_1)$. From the first part of the proof we have that $\gamma(\lambda_2) \in \mathcal{S}_p(\mathcal{H}, G)$. Using the identity (4.19), standard properties of Schatten–von Neumann classes and [27, Lemma 2.2] we obtain that

$$(A_1 - \lambda)^{-1} - (A_0 - \lambda)^{-1} \in \mathcal{S}_{(1/p+1/q)^{-1}}(\mathcal{H})$$

(4.24)

for all $\lambda \in \rho(A_0) \cap \rho(A_1)$. From (4.22) and (4.24) we conclude that (4.23) holds for $\lambda \in \rho(A_{|B|}) \cap \rho(A_0) \cap \rho(A_1)$, and again [27, Lemma 2.2] shows that this property extends to all $\lambda \in \rho(A_{|B|}) \cap \rho(A_1)$.

**Remark 4.9.** Propositions 4.7 and 4.8 can also be formulated for abstract operator ideals (see [27] and [121] for more details). In particular, they remain true for the so-called weak Schatten–von Neumann ideals $\mathcal{S}_{p,\infty}$ and $\mathcal{S}_{p,\infty}^{(0)}$ instead of $\mathcal{S}_p$, where the ideals $\mathcal{S}_{p,\infty}$ and $\mathcal{S}_{p,\infty}^{(0)}$ consist of those compact operators whose singular values $s_k$ satisfy $s_k = O(k^{-1/p})$ and $s_k = o(k^{-1/p})$, respectively, as $k \to \infty$; cf. [81].
5. Consequences of the decay of the Weyl function

In this section we continue the theme from Section 4. In addition to the assumptions of the previous section we now assume that the Weyl function $M$ decays as $\text{dist}(\lambda, \sigma(A_0)) \to \infty$. In the first theorem we deal with a situation where $A_0$ is bounded from below. Recall from (2.15) that in this case a decay assumption of the form $\|M(\lambda)\| \to 0$ as $\lambda \to -\infty$ implies that $M(\lambda)$ is a non-negative operator in $G$ for all $\lambda < \min \sigma(A_0)$. The following theorem is now a consequence of Corollary 4.5; cf. [29, Theorem 2.8] for the special case when $B$ is symmetric. Recall that a linear operator $A$ in a Hilbert space is called dissipative (resp., accumulative) if $W(A) \subset \overline{C^+}$ (resp., $W(A) \subset \overline{C^-}$), and maximal dissipative (resp., maximal accumulative) if $W(A) \subset \overline{C^+}$ and $\rho(A) \cap C^- \neq \emptyset$ (resp., $W(A) \subset \overline{C^-}$ and $\rho(A) \cap C^+ \neq \emptyset$).

**Theorem 5.1.** Let $\{G, \Gamma_0, \Gamma_1\}$ be a quasi boundary triple for $T \subset S^*$ with corresponding Weyl function $M$. Assume that $A_0$ is bounded from below, that $M(\lambda)$ is bounded for one (and hence for all) $\lambda \in \rho(A_0)$ and that

$$\|M(\lambda)\| \to 0 \text{ as } \lambda \to -\infty. \quad (5.1)$$

Let $B$ be a closable operator in $G$ and assume that there exists $b \in \mathbb{R}$ such that

(i) $\text{Re}(Bx, x) \leq b\|x\|^2$ for all $x \in \text{dom} B$;
(ii) $\text{ran} \ M(\lambda)^{1/2} \subset \text{dom} B$ for all $\lambda < \min \sigma(A_0)$;
(iii) $B(\text{ran} \ M(\lambda)) \subset \text{ran} \Gamma_0$ for all $\lambda < \min \sigma(A_0)$;
(iv) $\text{ran} \Gamma_1 \subset \text{dom} B$;
(v) $B(\text{ran} \Gamma_1) \subset \text{ran} \Gamma_0$ or $\rho(A_1) \cap (-\infty, \min \sigma(A_0)) \neq \emptyset$.

Then the operator

$$A_{[B]}f = Tf, \quad \text{dom} A_{[B]} = \{ f \in \text{dom} T : \Gamma_0 f = B\Gamma_1 f \}, \quad (5.2)$$

is a closed extension of $S$ in $\mathcal{H}$ and

$$\{ \lambda < \min \sigma(A_0) : b\|M(\lambda)\| < 1 \} \subset \rho(A_{[B]}). \quad (5.3)$$

In particular, there exists $\mu \leq \min \sigma(A_0)$ such that $(-\infty, \mu) \subset \rho(A_{[B]})$. Moreover, the resolvent formula

$$(A_{[B]} - \lambda)^{-1} = (A_0 - \lambda)^{-1} + \gamma(\lambda)(I - BM(\lambda))^{-1}B\gamma(\bar{\lambda})^* \quad (5.4)$$

holds for all $\lambda \in \rho(A_{[B]}) \cap \rho(A_0)$. If, in addition, $B$ is symmetric (dissipative, accumulative, respectively), then $A_{[B]}$ is self-adjoint and bounded from below (maximal accumulative, maximal dissipative, respectively).
Further, let $B'$ be a linear operator in $\mathcal{G}$ that satisfies (i)–(v) with $B$ replaced by $B'$ and assume that

$$(Bx, y) = (x, B'y) \quad \text{for all } x \in \text{dom } B, \ y \in \text{dom } B'.$$  

(5.5)

Then $A_{[B']} = A_{[B]}'$ and the left-hand side of (5.3) is contained in $\rho(A_{[B']}').$

**Proof.** First note that it can be shown in the same way as in Step 5 in the proof of Theorem 4.1 that the second condition in (v) and (ii)–(iv) imply the first condition in (v). Further, the assumption (5.1) implies $M(\lambda) \geq 0$ for every $\lambda < \min \sigma(A_0);$ see (2.15). It follows from Corollary 4.5 that $A_{[B]}$ is a closed extension of $S$ in $\mathcal{H}$ and that every point $\lambda < \min \sigma(A_0)$ with the property $b\|M(\lambda)\| < 1$ belongs to $\rho(A_{[B]}).$ Note that such $\lambda$ exist due to the decay condition (5.1). Condition (5.1) and relation (5.3) also imply that there exists $\mu \leq \min \sigma(A_0)$ with

$$(−\infty, \mu) \subset \rho(A_{[B]}).$$

(5.6)

The resolvent formula (5.4) and the assertions on $A_{[B']}'$ are immediate from Corollary 4.5.

It remains to show that $A_{[B]}$ is self-adjoint (maximal accumulative, maximal dissipative, respectively) if $B$ is symmetric (dissipative, accumulative, respectively). For this let $f \in \text{dom } A_{[B]}$ and observe that the abstract Green identity (2.1) yields

$$\text{Im}(A_{[B]}f, f) = \frac{1}{2i}((Tf, f) - (f, Tf)) = \frac{1}{2i}((\Gamma_1 f, \Gamma_0 f) - (\Gamma_0 f, \Gamma_1 f))$$

$$= \frac{1}{2i}((\Gamma_1 f, B\Gamma_1 f) - (B\Gamma_1 f, \Gamma_1 f)) = -\text{Im}(B\Gamma_1 f, \Gamma_1 f).$$

(5.7)

If $B$ is symmetric (dissipative, accumulative), then $\text{Im}(Bx, x)$ is zero (non-negative, non-positive, respectively) for all $x \in \text{dom } B,$ and it follows from (5.7) that $A_{[B]}$ is symmetric (accumulative, dissipative, respectively). Now (5.6) implies that $A_{[B]}$ is self-adjoint and bounded from below (maximal accumulative, maximal dissipative, respectively). \(\square\)

In the case when $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ is a generalized boundary triple, Theorem 5.1 simplifies in the following way.

**Corollary 5.2.** Let $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ be a generalized boundary triple for $T \subset S^*$ with corresponding Weyl function $M.$ Assume that $A_0$ is bounded from below and that

$$\|M(\lambda)\| \to 0 \quad \text{as} \quad \lambda \to -\infty.$$  

Let $B$ be a closable operator in $\mathcal{G}$ and assume that there exists $b \in \mathbb{R}$ such that
(i) \( \Re(Bx,x) \leq b\|x\|^2 \) for all \( x \in \text{dom } B \);
(ii) \( \text{ran } M(\lambda)^{1/2} \subset \text{dom } B \) for all \( \lambda < \min \sigma(A_0) \);
(iii) \( \text{ran } \Gamma_1 \subset \text{dom } B \).

Then the operator \( A_{[B]} \) in (5.2) is a closed extension of \( S \) in \( \mathcal{H} \) and

\[
\{ \lambda < \min \sigma(A_0) : b\|M(\lambda)\| < 1 \} \subset \rho(A_{[B]}). \tag{5.8}
\]

In particular, there exists \( \mu \leq \min \sigma(A_0) \) such that \( (-\infty, \mu) \subset \rho(A_{[B]}) \). Moreover, the resolvent formula (5.4) holds for all \( \lambda \in \rho(A_{[B]}) \cap \rho(A_0) \). If, in addition, \( B \) is symmetric (dissipative, accumulative, respectively), then \( A_{[B]} \) is self-adjoint and bounded from below (maximal accumulative, maximal dissipative, respectively).

Further, let \( B' \) be a linear operator in \( \mathcal{G} \) that satisfies (i)–(iii) with \( B \) replaced by \( B' \) and assume that (5.5) holds. Then \( A_{[B']} = A_{[B]}^* \) and the left-hand side of (5.8) is contained in \( \rho(A_{[B']}) \).

Remark 5.3. Note that for an ordinary boundary triple \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) condition (iv) in Theorem 5.1 (condition (iii) in Corollary 5.2) implies that \( B \in \mathcal{B}^{(\mathcal{G})} \). In this situation the conditions (ii), (iii), and the first condition in (v) in Theorem 5.1 (condition (ii) in Corollary 5.2) are automatically satisfied. We shall formulate a corollary on spectral enclosures in the case of an ordinary boundary triple in Corollary 5.7 below.

Let us formulate another corollary of Theorem 5.1 (in particular, of the inclusion in (5.3)).

Corollary 5.4. Let all assumptions of Theorem 5.1 be satisfied and assume that \( b \leq 0 \) in (i) of Theorem 5.1. Then the closed operator \( A_{[B]} \) in (5.2) satisfies

\[
(-\infty, \min \sigma(A_0)) \subset \rho(A_{[B]}).
\]

We now turn to situations where the rate of decay of the Weyl function for \( \lambda \to -\infty \) is known in more detail. In such cases we derive spectral estimates for the operator \( A_{[B]} \), which refine the inclusion (5.3) in Theorem 5.1. The following proposition provides a first, easy step towards this. Here we assume that \( b \) in Theorem 5.1 (i) is positive; the case \( b \leq 0 \) is treated in Corollary 5.4 above. The proposition is a generalization of [29, Theorem 2.8 (b)] to the non-self-adjoint setting.

Proposition 5.5. Let \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) be a quasi boundary triple for \( T \subset S^* \) with corresponding Weyl function \( M \). Assume that \( A_0 \) is bounded from below, that \( M(\lambda) \) is bounded for one (and hence for all) \( \lambda \in \rho(A_0) \) and that there exist \( \beta \in (0,1], C > 0 \) and \( \mu \leq \min \sigma(A_0) \) such that

\[
\| M(\lambda) \| \leq \frac{C}{(\mu - \lambda)\beta} \quad \text{for all } \lambda < \mu. \tag{5.9}
\]
Moreover, let $B$ be a closable operator in $\mathcal{G}$, let $b > 0$, and assume that conditions (i)–(v) in Theorem 5.1 are satisfied. Then the operator $A_{[B]}$ in (5.2) is closed and satisfies

$$(-\infty, \mu - (Cb)^{1/\beta}) \subset \rho(A_{[B]}).$$

(5.10)

**Proof.** That $A_{[B]}$ is closed follows from Theorem 5.1. Consider $\lambda < \mu - (Cb)^{1/\beta}$. Then $(\mu - \lambda)^{\beta} > Cb$ and hence

$$b \| M(\lambda) \| \leq b \frac{C}{(\mu - \lambda)^{\beta}} < 1.$$ 

Now Theorem 5.1 yields that $\lambda \in \rho(A_{[B]})$. \qed

In the next theorem we study the m-sectorial case discussed in Theorem 3.1 in more detail and obtain refined estimates for the numerical range of $A_{[B]}$. Roughly speaking, if the Weyl function decays for $\lambda \to -\infty$, then there exists an $\eta_* \in \mathbb{R}$ such that the assumptions in Theorem 3.1 are satisfied for every $\eta < \eta_*$ and hence

$$\sigma(A_{[B]}) \subset \overline{W(A_{[B]})} \subset \bigcap_{\eta \in (-\infty, \eta_*)} \mathcal{S}_\eta(B).$$

In the particular case when $\text{Im} B$ is bounded and the Weyl function satisfies a decay condition as in Proposition 5.5, we use this fact to obtain an extension of Proposition 5.5 including estimates for the non-real spectrum.

**Theorem 5.6.** Let $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ be a quasi boundary triple for $T \subset S^*$ with corresponding Weyl function $M$ and suppose that $A_1$ is self-adjoint and that $A_0$ and $A_1$ are bounded from below. Further, assume that $M(\lambda)$ is bounded for one (and hence for all) $\lambda \in \rho(A_0)$ and that there exist $\beta \in (0, 1]$, $C > 0$ and $\mu \leq \min \sigma(A_0)$ such that

$$\| M(\lambda) \| \leq \frac{C}{(\mu - \lambda)^\beta} \quad \text{for every } \lambda < \mu.$$ 

(5.11)

Moreover, let $B$ be a closable linear operator in $\mathcal{G}$ and let $b \in \mathbb{R}$ such that conditions (i)–(iv) in Theorem 5.1 are satisfied. Then the operator $A_{[B]}$ in (5.2) is m-sectorial and, in particular, the inclusion $\sigma(A_{[B]}) \subset \overline{W(A_{[B]})}$ holds.

Assume, in addition, that $\text{dom } B^* \supset \text{dom } B$ and that $\text{Im } B$ is bounded. Then the following assertions are true.

(a) If $b > 0$, then for every $\xi < \mu - (Cb)^{1/\beta}$,

$$W(A_{[B]}) \subset \left\{ z \in \mathbb{C} : \text{Re } z \geq \mu - (Cb)^{1/\beta}, \ |\text{Im } z| \leq K_\xi \text{Re } z - \xi)^{1-\beta} \right\},$$

(5.12)

where
\[ K_\xi = \frac{2C \| \text{Im} B \|}{1 - \frac{C_b}{(\mu - \xi)^\sigma}}. \]

(b) If \( b = 0 \), then

\[ W(A_{[B]}) \subset \left\{ z \in \mathbb{C} : \text{Re} \, z \geq \mu, \; |\text{Im} \, z| \leq K'_{\beta}(\text{Re} \, z - \mu)^{1-\beta} \right\}, \quad (5.13) \]

where

\[ K'_{\beta} = \begin{cases} C \| \text{Im} B \| \beta^{(1-\beta)1-\beta} & \text{if } 0 < \beta < 1, \\ C \| \text{Im} B \| & \text{if } \beta = 1, \end{cases} \quad (5.14) \]

and the convention \( 0^0 = 1 \) is used in (5.13) when \( \beta = 1 \) and \( \text{Re} \, z = \mu \). Moreover, \( K'_{\beta} \) satisfies \( C \| \text{Im} B \| \leq K'_{\beta} \leq 2C \| \text{Im} B \| \).

(c) If \( b < 0 \), then

\[ W(A_{[B]}) \subset \left\{ z \in \mathbb{C} : \text{Re} \, z \geq \mu, \; |\text{Im} \, z| \leq \frac{2C \| \text{Im} B \| (\text{Re} \, z - \mu)}{(\text{Re} \, z - \mu)^\beta - C_b} \right\}. \quad (5.15) \]

See Fig. 1 for plots of the regions given by the right-hand sides of (5.12), (5.13), (5.15). Notice that in Theorem 5.6 (a) we get, in fact, a family of enclosures in parabola-type regions that depend on the choice of the parameter \( \xi \). By intersecting all these regions with respect to \( \xi \in (\infty, \mu - (Cb)^{1/\beta}) \) one gets a finer enclosure for the numerical range of \( A_{[B]} \).

**Proof.** Note first, that the conditions of Theorem 3.1 are satisfied; we point out, particularly, that by (5.11) and (2.15) we have \( M(\lambda) \geq 0 \) for each \( \lambda < \min \sigma(A_0) \leq \min \sigma(A_1) \) (see Proposition 2.7), and there exists \( \eta < \mu \) such that \( b\|M(\eta)\| < 1 \). Hence, \( A_{[B]} \) is sectorial. Since \( A_1 \) is self-adjoint and bounded from below and the assumptions (i)-(iv) in Theorem 5.1 hold, the latter yields \( \eta \in \rho(A_{[B]}) \). Thus \( A_{[B]} \) is m-sectorial and hence \( \sigma(A_{[B]}) \subset W(A_{[B]}) \).

For the rest of the proof assume that \( \text{dom} \, B^* \supset \text{dom} \, B \) and that \( \text{Im} \, B \) is bounded. For every \( \lambda < \min \sigma(A_0) \) we have \( \overline{\text{ran} \, M(\lambda)^{1/2}} \subset \text{dom} \, B \subset \text{dom} \, B^* \) by condition (ii) of Theorem 5.1; in particular, \( B \overline{M(\lambda)^{1/2}} \in \mathcal{B}(\mathcal{G}) \) and \( B^* \overline{M(\lambda)^{1/2}} \in \mathcal{B}(\mathcal{G}) \). Hence

\[ \left( \overline{M(\lambda)^{1/2} B \overline{M(\lambda)^{1/2}}} \right)^* = \left( B \overline{M(\lambda)^{1/2}} \right)^* \overline{M(\lambda)^{1/2}} = \left( \overline{(M(\lambda)^{1/2} B^*)} \right)^* \overline{M(\lambda)^{1/2}} = \overline{M(\lambda)^{1/2} B^* \overline{M(\lambda)^{1/2}}} = \overline{M(\lambda)^{1/2} B^* M(\lambda)^{1/2}}. \]

This implies that
Fig. 1. The plots show the regions given by the right-hand sides of (5.12), (5.13), (5.15) with $\mu = 0$, $C = 1$ and $\|\text{Im} B\| = 1$ for the following cases: $\beta = \frac{1}{2}$ in (a)–(c) ($b > 0$, $b = 0$, $b < 0$, respectively) and $\beta = 1$ in (d), (e) ($b = 0$, $b < 0$, respectively).

\[
\left\| \text{Im} \left( \frac{1}{2} \lambda M(\lambda)^{1/2} B M(\lambda)^{1/2} \right) \right\| = \frac{1}{2} \left\| \frac{1}{2} \lambda M(\lambda)^{1/2} B M(\lambda)^{1/2} - \frac{1}{2} \lambda M(\lambda)^{1/2} B M(\lambda)^{1/2} \right\|
\]
\[
= \frac{1}{2} \left\| \frac{1}{2} \lambda M(\lambda)^{1/2} (B - B^*) M(\lambda)^{1/2} \right\|
\]
\[
\leq \left\| \text{Im} B \right\| \left\| M(\lambda) \right\|,
\]

where we have used that $\text{Im} B$ is a bounded operator defined on the dense subspace $\text{dom} B$ of $G$. Let $z \in W(A|_B)$. It follows from Theorem 3.1 and (5.16) that, for every $\eta < \min \sigma(A_0)$ for which $b \| M(\eta) \| < 1$, the inequalities
\[ \text{Re } z \geq \eta, \quad | \text{Im } z | \leq \frac{\| \text{Im } B \| \| M(\eta) \|}{1 - b \| M(\eta) \|} (\text{Re } z - \eta) \] (5.17)

hold.

(a) Assume that \( b > 0 \). For every \( \eta < \mu - (Cb)^{1/\beta} \) we have \( \eta < \min \sigma(A_0) \) and, by (5.11),
\[ b \| M(\eta) \| \leq \frac{Cb}{(\mu - \eta)^\beta} < 1. \] (5.18)
Hence (5.17) is true for each such \( \eta \). For the real part of \( z \) this yields
\[ \text{Re } z \geq \mu - (Cb)^{1/\beta}. \] (5.19)
To estimate \( | \text{Im } z | \) further, note that the function
\[ (-\infty, \frac{1}{b}) \ni t \mapsto \frac{\| \text{Im } B \| t}{1 - bt} \]
is strictly increasing and that \( \| M(\eta) \| \leq \frac{C}{(\mu - \eta)^\beta} < \frac{1}{b} \) for all \( \eta < \mu - (Cb)^{1/\beta} \) by (5.18). Hence (5.17) yields
\[ | \text{Im } z | \leq \frac{\| \text{Im } B \| C}{1 - \frac{Cb}{(\mu - \eta)^\beta}} (\text{Re } z - \eta) \quad \text{for all } \eta < \mu - (Cb)^{1/\beta}. \] (5.20)
Now let \( \xi < \mu - (Cb)^{1/\beta} \) be arbitrary. Then (5.19) implies that \( \text{Re } z > \xi \). Choose \( \eta := 2\xi - \text{Re } z \), which satisfies \( \eta < 2\xi - \xi = \xi \). From (5.20) and \( \xi < \mu \) we obtain the inequality
\[ | \text{Im } z | \leq \frac{C\| \text{Im } B \| C}{1 - \frac{Cb}{(\mu - \xi)^\beta}} \cdot \frac{\text{Re } z - \eta}{(\xi - \eta)^\beta} = \frac{C\| \text{Im } B \| C}{1 - \frac{Cb}{(\mu - \xi)^\beta}} \cdot \frac{2(\text{Re } z - \xi)}{(\text{Re } z - \xi)^\beta}, \]
which, together with (5.19), shows (5.12).

(b), (c) Assume now that \( b \leq 0 \). For every \( \eta < \mu \) we have \( \eta < \min \sigma(A_0) \) and \( b \| M(\eta) \| \leq 0 \). Hence (5.17) is true for \( \eta < \mu \), which, in particular, shows that
\[ \text{Re } z \geq \mu. \] (5.21)
Note that \( t \mapsto \frac{\| \text{Im } B \| t}{1 - bt} \) is strictly increasing on \((0, \infty)\). Hence (5.17) and (5.11) imply that
\[ | \text{Im } z | \leq \frac{\| \text{Im } B \| \| M(\eta) \|}{1 - b \| M(\eta) \|} (\text{Re } z - \eta) \leq \frac{\| \text{Im } B \| C}{1 - \frac{Cb}{(\mu - \eta)^\beta}} (\text{Re } z - \eta). \] (5.22)
Assume first that $\text{Re} \ z > \mu$. Now we distinguish the two cases $b = 0$ and $b < 0$. First let $b = 0$ and $\beta \in (0, 1)$. We choose

$$
\eta := \frac{1}{1 - \beta} (\mu - \beta \text{Re} \ z),
$$

which yields

$$
\text{Re} \ z - \eta = \frac{1}{1 - \beta} (\text{Re} \ z - \mu) \quad \text{and} \quad \mu - \eta = \frac{\beta}{1 - \beta} (\text{Re} \ z - \mu);
$$

in particular, we have $\eta < \mu$. Hence (5.22) implies that

$$
|\text{Im} \ z| \leq C \|\text{Im} B\| \left(\frac{\text{Re} \ z - \eta}{(\mu - \eta)^\beta}\right) = C \|\text{Im} B\| \frac{\frac{1}{1 - \beta} (\text{Re} \ z - \mu)}{\left[\frac{\beta}{1 - \beta} (\text{Re} \ z - \mu)\right]^\beta}
$$

$$
= \frac{C \|\text{Im} B\|}{(1 - \beta) \left(1 - \beta^\beta\right)} (\text{Re} \ z - \mu)^{1 - \beta},
$$

which shows that $z$ is contained in the right-hand side of (5.13). Taking the limit $\beta \nearrow 1$ we obtain this inclusion also for the case when $\beta = 1$. The estimates for $K'_\beta$ follow from the fact that the function $f(\beta) = \beta^\beta (1 - \beta)^{1 - \beta}$, $\beta \in (0, 1)$ has a unique minimum at $\beta = \frac{1}{2}$ and that $f(\beta) \to 1$ as $\beta \searrow 0$ or $\beta \nearrow 1$.

Now let $b < 0$ (and still $\text{Re} \ z > \mu$). We choose $\eta := 2\mu - \text{Re} \ z$, which yields

$$
\text{Re} \ z - \eta = 2(\text{Re} \ z - \mu) \quad \text{and} \quad \mu - \eta = \text{Re} \ z - \mu.
$$

Therefore (5.22) implies that

$$
|\text{Im} \ z| \leq \frac{2C \|\text{Im} B\|}{(\text{Re} \ z - \mu)^\beta - Cb} (\text{Re} \ z - \mu),
$$

and hence $z$ is contained in the right-hand side of (5.15). Since the numerical range $W(A_{[B]})$ is a convex set, the inclusions (5.13) and (5.15) hold also for $z$ with $\text{Re} \ z = \mu$. \hfill \Box

Next we formulate a variant of Theorem 5.6 for the special case when $\{G, \Gamma_0, \Gamma_1\}$ is an ordinary boundary triple. In this case the assumptions in Theorem 5.1 imply that $B$ is a bounded operator in $G$; cf. Remark 5.3.

**Corollary 5.7.** Let $\{G, \Gamma_0, \Gamma_1\}$ be an ordinary boundary triple for $S^*$ with corresponding Weyl function $M$ and suppose that the self-adjoint operators $A_0$ and $A_1$ are bounded from below. Further, assume that there exist $\beta \in (0, 1]$, $C > 0$ and $\mu \leq \min \sigma(A_0)$ such that

$$
\|M(\lambda)\| \leq \frac{C}{(\mu - \lambda)^\beta} \quad \text{for every} \ \lambda < \mu.
$$
Let $B \in \mathcal{B}(\mathcal{G})$ be a bounded, everywhere defined operator in $\mathcal{G}$ and let $b \in \mathbb{R}$ be such that $\text{Re}(Bx, x) \leq b\|x\|^2$ for all $x \in \mathcal{G}$. Then the operator $A_{[B]}$ in (5.2) is $m$-sectorial and, in particular, the inclusion $\sigma(A_{[B]}) \subset \overline{W(A_{[B]})}$ holds. Moreover, the assertions in Theorem 5.6 (a), (b) and (c) are true.

In the following theorem we drop the assumption that $A_0$ is bounded from below, but we assume that $B \in \mathcal{B}(\mathcal{G})$. We remark that the condition (5.1) does no longer make sense if $A_0$ is not bounded from below. Therefore we replace it by the more appropriate condition (5.23) below.

**Theorem 5.8.** Let $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ be a quasi boundary triple for $T \subset S^*$ with corresponding Weyl function $M$. Assume that $M(\lambda)$ is bounded for one (and hence for all) $\lambda \in \rho(A_0)$ and that

\[ \|M(re^{i\varphi})\| \to 0 \quad \text{as} \quad r \to \infty \]  

(5.23)

for some fixed $\varphi \in (-\pi, 0) \cup (0, \pi)$. Let $B \in \mathcal{B}(\mathcal{G})$ be such that

(i) $B(\text{ran } M(\lambda)) \subset \text{ran } \Gamma_0$ for all $\lambda \in \rho(A_0)$;
(ii) $B(\text{ran } \Gamma_1) \subset \text{ran } \Gamma_0$ or $A_1$ is self-adjoint.

Then the operator $A_{[B]}$ in (5.2) is closed, the resolvent formula (5.4) holds for all $\lambda \in \rho(A_{[B]}) \cap \rho(A_0)$, and

\[ \{ \lambda \in \rho(A_0) : \|B M(\lambda)\| < 1 \} \subset \rho(A_{[B]}). \]  

(5.24)

In particular, for every interval $[\psi_1, \psi_2] \subset (-\pi, 0)$ or $[\psi_1, \psi_2] \subset (0, \pi)$ there exists $R_{[\psi_1, \psi_2]} > 0$ such that

\[ \{re^{i\psi} : r \geq R_{[\psi_1, \psi_2]}, \psi \in [\psi_1, \psi_2] \} \subset \rho(A_{[B]}). \]  

(5.25)

Moreover, if $B$ is self-adjoint (accumulative, dissipative, respectively), then $A_{[B]}$ is self-adjoint (maximal dissipative, maximal accumulative, respectively).

Further, if conditions (i) and (ii) are satisfied also for the adjoint operator $B^*$ instead of $B$, then $A_{[B^*]} = A_{[B]}^*$.

**Proof.** Let $\lambda \in \rho(A_0)$ with $\|B M(\lambda)\| < 1$; such $\lambda$ exist by (5.23). Then

\[ 1 \in \rho(B M(\lambda)). \]

It follows from this and the assumptions of the current theorem that Corollary 4.4 can be applied. Thus $A_{[B]}$ is closed, the resolvent formula (5.4) holds for all $\lambda \in \rho(A_{[B]}) \cap \rho(A_0)$, (5.24) is valid, and the statement on $A_{[B^*]}$ follows. The relation (5.25) follows from (5.23),
Lemma 2.6 and (5.24). If $B$ is symmetric (accumulative, dissipative, respectively), then it follows as in the proof of Theorem 5.1 that $A_{[B]}$ is symmetric (dissipative, accumulative, respectively). This, together with (5.25), implies the remaining assertions. □

The next proposition complements Proposition 5.5. Here we require a decay condition on the Weyl function on a set $G \subset \rho(A_0)$ that is sufficiently large. In later sections this is applied to, e.g. all of $\rho(A_0)$ or to certain sectors in the complex plane.

**Proposition 5.9.** Let $\{G, \Gamma_0, \Gamma_1\}$ be a quasi boundary triple for $T \subset S^*$ with corresponding Weyl function $M$ and assume that $M(\lambda)$ is bounded for one (and hence for all) $\lambda \in \rho(A_0)$. Further, let $B \in \mathcal{B}(G)$ such that

(i) $B(\text{ran } M(\lambda)) \subset \text{ran } \Gamma_0$ for all $\lambda \in \rho(A_0)$;
(ii) $B(\text{ran } \Gamma_1) \subset \text{ran } \Gamma_0$ or $A_1$ is self-adjoint.

Let $G \subset \rho(A_0)$ be a set such that there exist $\lambda_n \in G, n \in \mathbb{N}$, with $\text{dist}(\lambda_n, \sigma(A_0)) \to \infty$ as $n \to \infty$.

Then the following assertions hold.

(a) If there exist $\beta \in (0, 1]$ and $C > 0$ such that

$$\|M(\lambda)\| \leq \frac{C}{(\text{dist}(\lambda, \sigma(A_0)))^\beta} \quad \text{for all } \lambda \in G,$$

then $A_{[B]}$ is a closed extension of $S$ and

$$\sigma(A_{[B]}) \cap G \subset \left\{ z \in G : \text{dist}(z, \sigma(A_0)) \leq (C\|B\|)^{1/\beta} \right\}.$$  \hspace{1cm} (5.26)

(b) If there exist $\beta \in (0, 1], C > 0$ and $\mu \leq \min \sigma(A_0)$ such that

$$\|M(\lambda)\| \leq \frac{C}{|\lambda - \mu|^\beta} \quad \text{for all } \lambda \in G,$$

then $A_{[B]}$ is a closed extension of $S$ and

$$\sigma(A_{[B]}) \cap G \subset \left\{ z \in G : |z - \mu| \leq (C\|B\|)^{1/\beta} \right\}.$$  \hspace{1cm} (5.28)

**Proof.** We prove only assertion (a); the proof of the second assertion is analogous. Assume first that condition (i) and the first condition in (ii) are satisfied. By the assumption on $G$, there exists $\lambda \in G$ such that $\text{dist}(\lambda, \sigma(A_0)) > (C\|B\|)^{1/\beta}$. Then
\[ \|B\overline{M}(\lambda)\| \leq \|B\|\overline{M}(\lambda)\| < \frac{(\text{dist}(\lambda, \sigma(A_0)))^{\beta}}{C} \cdot \frac{C}{(\text{dist}(\lambda, \sigma(A_0)))^{\beta}} = 1 \]

implies that \(1 \in \rho(B\overline{M}(\lambda))\). It follows from Theorem 4.1 that \(A_{[B]}\) is closed with \(\lambda \in \rho(A_{[B]})\). If the condition (i) together with the second condition in (ii) is satisfied then \(\rho(A_0) \cap \rho(A_1) \neq \emptyset\) and for each \(\lambda \in \rho(A_0) \cap \rho(A_1)\) we have \(\text{ran} \Gamma_1 = \text{ran} \overline{M}(\lambda) \subset \text{ran} \overline{M}(\lambda)\); see [22, Proposition 2.6 (iii)]. Hence, for each such \(\lambda\) we have \(B(\text{ran} \Gamma_1) \subset \text{ran} \Gamma_0\) by (i), that is, the first condition of (ii) is satisfied as well. \(\square\)

In the special case \(G = \rho(A_0)\) and \(A_0 \geq 0\) with \(\mu = 0\) in (5.27), Proposition 5.9 (b) reads as follows.

**Corollary 5.10.** Let the assumptions be as in Proposition 5.9 and assume, in addition, that \(A_0\) is non-negative and that there exist \(\beta \in (0, 1]\) and \(C > 0\) such that

\[ \|\overline{M}(\lambda)\| \leq \frac{C}{|\lambda|^\beta} \quad \text{for all } \lambda \in \rho(A_0). \]

Then

\[ \sigma(A_{[B]}) \cap \rho(A_0) \subset \left\{ z \in \rho(A_0) : |z| \leq (C\|B\|)^{1/\beta}\right\}. \]

### 6. Sufficient conditions for decay of the Weyl function

In this section we consider conditions on the quasi boundary triple that ensure an asymptotic behaviour of the Weyl function \(M\) as required in the results of the previous section. We emphasize that these results are also new in the settings of ordinary and generalized boundary triples. For the next theorem some notation for sectors in the complex plane is needed. For \(z_0 \in \overline{C}^+\) and \(\theta \in (0, \frac{\pi}{2})\) we define the closed sector \(S_{z_0, \theta}\) in \(C^+\) by

\[ S_{z_0, \theta} := \left\{ z \in C : z \neq z_0, \text{arg}(z - z_0) \in \left[ \frac{\pi}{2} - \theta, \frac{\pi}{2} + \theta \right] \right\} \cup \{z_0\} \quad (6.1) \]

and we denote the corresponding complex conjugate sector in \(C^-\) by \(S^*_{z_0, \theta}\), that is,

\[ S^*_{z_0, \theta} := \left\{ z \in C : \overline{z} \in S_{z_0, \theta}\right\}. \]

Furthermore, for \(w_0 \in \mathbb{R}\) and \(\nu \in (0, \pi)\) we set

\[ U_{w_0, \nu} := \left\{ z \in C : z \neq w_0, \text{arg}(z - w_0) \in [\nu, 2\pi - \nu] \right\} \cup \{w_0\}; \quad (6.2) \]

see Fig. 2.
Fig. 2. The sectors $S_{z_0, \theta}$ and $U_{w_0, \nu}$, defined in (6.1) and (6.2), respectively.

In the proof of the next theorem we need the following fact from the functional calculus for self-adjoint operators, which is found, e.g. in [125, Theorem 5.9]: for a self-adjoint operator $A$ and measurable functions $\Phi, \Psi : \sigma(A) \to \mathbb{C}$ one has

$$
\overline{\Phi(A)\Psi(A)} = (\Phi \Psi)(A).
$$

(6.3)

If $\Psi$ is bounded on $\sigma(A)$, then the closure on the left-hand side is not needed.

**Theorem 6.1.** Let $S$ be a densely defined, closed, symmetric operator in a Hilbert space $\mathcal{H}$ and let $\Pi = \{G, \Gamma_0, \Gamma_1\}$ be a quasi boundary triple for $T \subset S^*$ with corresponding Weyl function $M$. Moreover, assume that

$$
\Gamma_1|A_0 - \mu|^{-\alpha} : \mathcal{H} \supset \text{dom}(\Gamma_1|A_0 - \mu|^{-\alpha}) \to G
$$

(6.4)

is bounded for some $\mu \in \rho(A_0)$ and some $\alpha \in (0, \frac{1}{2}]$. Then the following assertions hold.

(a) $M(\lambda)$ is bounded for all $\lambda \in \rho(A_0)$.

(b) For all $z_0 \in \overline{C^+ \cap \rho(A_0)}$ and all $\theta \in (0, \frac{\pi}{2})$ there exists $C = C(\Pi, \alpha, \mu, z_0, \theta) > 0$ such that

$$
\|M(\lambda)\| \leq \frac{C}{(\text{dist}(\lambda, \sigma(A_0)))^{1-2\alpha}}
$$

(6.5)

for all $\lambda \in S_{z_0, \theta} \cup S_{z_0, \theta}^*$.

(c) If $A_0$ is bounded from below, then for all $w_0 < \min \sigma(A_0)$ and all $\nu \in (0, \pi)$ there exists $D = D(\Pi, \alpha, \mu, w_0, \nu) > 0$ such that

$$
\|M(\lambda)\| \leq \frac{D}{(\text{dist}(\lambda, \sigma(A_0)))^{1-2\alpha}}
$$

(6.6)

for all $\lambda \in U_{w_0, \nu}$.
Proof. Let us first observe that $\Gamma_1|A_0 - \mu|^{-\alpha}$ is densely defined. Indeed, with the functions $\Phi(t) := (t - \mu)^{-1}$ and $\Psi(t) := (t - \mu)|t - \mu|^{-\alpha}$ we can use (6.3) and (2.3) to write

$$\Gamma_1|A_0 - \mu|^{-\alpha} = \Gamma_1(\Phi \Psi)(A_0) \supset \Gamma_1 \Phi(A_0) \Psi(A_0) = \gamma(\bar{\mu})^* \Psi(A_0).$$

Since $\gamma(\bar{\mu})^* \in \mathcal{B}(\mathcal{H}, \mathcal{G})$ and $\text{dom } \Psi(A_0) = \text{dom } |A_0 - \mu|^{1-\alpha}$ is dense in $\mathcal{H}$, it follows that $\Gamma_1|A_0 - \mu|^{-\alpha}$ is densely defined. By assumption (6.4) we therefore have

$$\Gamma_1|A_0 - \mu|^{-\alpha} \in \mathcal{B}(\mathcal{H}, \mathcal{G}). \quad (6.7)$$

Note that also $\gamma(\mu)^* |A_0 - \mu|^{1-\alpha}$ is densely defined since $\gamma(\mu)^* \in \mathcal{B}(\mathcal{H}, \mathcal{G})$ and $|A_0 - \mu|^{1-\alpha}$ is self-adjoint. Moreover, set

$$\Phi_1(t) := (t - \bar{\mu})^{-1}, \quad \Phi_2(t) := |t - \mu|^{-\alpha}, \quad \Psi_1(t) := |t - \mu|^{1-\alpha}, \quad \Psi_2(t) := |t - \mu|(t - \bar{\mu})^{-1}, \quad t \in \sigma(A_0),$$

and note that $\Phi_1 \Psi_1 = \Phi_2 \Psi_2$ and that $\Psi_2$ is bounded. We obtain from (2.3), (6.3) and (6.7) that

$$\gamma(\mu)^* |A_0 - \mu|^{1-\alpha} = \Gamma_1(A_0 - \bar{\mu})^{-1}|A_0 - \mu|^{1-\alpha}$$

$$= \Gamma_1 \Phi_1(A_0) \Psi_1(A_0) \supset \Gamma_1(\Phi_1 \Psi_1)(A_0) = \Gamma_1(\Phi_2 \Psi_2)(A_0)$$

$$= \Gamma_1 \Phi_2(A_0) \Psi_2(A_0) \supset \Gamma_1|A_0 - \mu|^{-\alpha}\Psi_2(A_0) \in \mathcal{B}(\mathcal{H}, \mathcal{G}).$$

Thus $\gamma(\mu)^* |A_0 - \mu|^{1-\alpha}$ is bounded and densely defined. In particular,

$$|A_0 - \mu|^{1-\alpha}\gamma(\mu) = [\gamma(\mu)^* |A_0 - \mu|^{1-\alpha}]^* \in \mathcal{B}(\mathcal{G}, \mathcal{H}), \quad (6.8)$$

where we have used again that $\gamma(\mu)^* \in \mathcal{B}(\mathcal{H}, \mathcal{G})$. Let $\lambda \in \rho(A_0)$ and define the functions

$$\Phi_3(t) := \frac{t - \mu}{t - \lambda}|t - \mu|^{\alpha-1}, \quad \Psi_3(t) := |t - \mu|^{1-\alpha},$$

$$\Phi_4(t) := |t - \mu|^{-\alpha}, \quad \Psi_4(t) := \frac{t - \mu}{t - \lambda}|t - \mu|^{2\alpha-1}, \quad t \in \sigma(A_0),$$

which satisfy $\Phi_3 = \Phi_4 \Psi_4$. The functions $\Phi_3$, $\Phi_4$ and $\Psi_4$ are bounded on $\sigma(A_0)$ and $\text{ran } \gamma(\mu) \subset \text{dom } \Psi_3(A_0)$ by (6.8). Hence for each $g \in \text{dom } M(\lambda) = \text{ran } \Gamma_0$ we have (where we use (2.5) in the second equality)
According to (6.7) and (6.8) the terms in the square brackets are bounded and everywhere defined operators, which are independent of \( \lambda \). Since \( \Psi_4 \) is bounded on \( \sigma(A_0) \), it follows that \( M(\lambda) \) is a bounded, densely defined operator, and assertion (a) is proved.

Relations (6.9) and (6.8) imply that

\[
\|M(\lambda)\| \leq \| \Gamma_1 |A_0 - \mu|^{-\alpha} \| \Psi_4(A_0) \|.
\]

Assertions (b) and (c) follow from suitable estimates of \( \| \Psi_4(A_0) \| \). Let \( E \) be the spectral measure for the operator \( A_0 \). For all \( \lambda \in \rho(A_0) \) and all \( f \in H \) we have

\[
\| \Psi_4(A_0)f \|^2 = \int_{\sigma(A_0)} |t - \mu|^{4\alpha} \frac{d(E(t)f, f)}{|t - \lambda|^{2}}
\]

\[
= \int_{\sigma(A_0)} |t - \mu|^{4\alpha} \cdot \frac{1}{|t - \lambda|^{2-4\alpha}} d(E(t)f, f)
\]

\[
\leq \frac{1}{(\text{dist}(\lambda, \sigma(A_0)))^{2-4\alpha}} \int_{\sigma(A_0)} |t - \mu|^{4\alpha} \frac{d(E(t)f, f)}{|t - \lambda|^{4\alpha}}.
\]

In order to prove (b), fix \( z_0 \in \mathbb{C}^+ \cap \rho(A_0) \) and \( \theta \in (0, \pi/2) \). It remains to estimate the integrand of the last integral in (6.10) uniformly in \( \lambda \in \mathbb{S}_{z_0, \theta} \) and \( t \in \sigma(A_0) \). To this end set \( d_{z_0, \theta} := \text{dist}(\mathbb{S}_{z_0, \theta}, \sigma(A_0)) > 0 \). Let \( \lambda \in \mathbb{S}_{z_0, \theta} \), i.e.

\[
\text{Im} \lambda \geq \text{Im} z_0 \quad \text{and} \quad |\text{Re}(\lambda - z_0)| \leq \tan \theta \cdot \text{Im}(\lambda - z_0).
\]

If \( \lambda \neq z_0 \), then

\[
\frac{|t - \mu|^2}{|t - \lambda|^2} = \frac{(t - \text{Re} \mu)^2 + (\text{Im} \mu)^2}{|t - \lambda|^2} \leq \frac{3[(t - \text{Re} \lambda)^2 + (\text{Re} \lambda - \text{Re} z_0)^2 + (\text{Re} z_0 - \text{Re} \mu)^2] + (\text{Im} \mu)^2}{|t - \lambda|^2}
\]
\[
\leq 3 + 3 \frac{(\text{Re}(\lambda - z_0))^2 + 3(\text{Re}(z_0 - \mu))^2 + (\text{Im} \mu)^2}{d_{z_0, \theta}^2} \\
\leq 3 + 3 \tan^2 \theta + \frac{3(\text{Re}(z_0 - \mu))^2 + (\text{Im} \mu)^2}{d_{z_0, \theta}^2},
\]

where the right-hand side is independent of \( \lambda \) and \( t \); by continuity this estimate extends to \( \lambda = z_0 \). The case \( \lambda \in S_{z_0, \theta}^* \) can be treated analogously. From this, together with (6.9) and (6.10), the claim of (b) follows.

To prove (c), let \( w_0 < \min \sigma(A_0) \) and \( \nu \in (0, \pi) \); note that \( \text{dist}(\mathbb{U}_{w_0, \nu}, \sigma(A_0)) > 0 \). Let first \( \lambda \in \mathbb{C} \) with \( \text{Re} \lambda < w_0 \). Then with \( m := \min \sigma(A_0) \) the integrand of the last integral in (6.10) can be estimated using

\[
\frac{|t - \mu|^2}{|t - \lambda|^2} \leq \frac{3[(t - \text{Re} \lambda)^2 + (\text{Re} \lambda - m)^2 + (m - \text{Re} \mu)^2] + (\text{Im} \mu)^2}{(t - \text{Re} \lambda)^2 + (\text{Im} \lambda)^2} \\
\leq 3 + 3 + \frac{3(m - \text{Re} \mu)^2 + (\text{Im} \mu)^2}{(m - w_0)^2},
\]

where we have used \( t - \text{Re} \lambda \geq m - \text{Re} \lambda \geq m - w_0 > 0 \). If \( \nu \geq \pi/2 \), this and (6.10) lead to a uniform estimate of \( \Psi_A(A_0) \) in \( \mathbb{U}_{w_0, \nu} \). If \( \nu \in (0, \pi/2) \), then

\[
\mathbb{U}_{w_0, \nu} = \{ z \in \mathbb{C} : \text{Re} z < w_0 \} \cup S_{w_0, \theta} \cup S_{w_0, \theta}^*,
\]

with \( \theta = \pi/2 - \nu \), and a uniform estimate of the last integral in (6.10) for \( \lambda \in \mathbb{U}_{w_0, \nu} \) follows from the previous consideration and item (b). The proof is complete. \( \square \)

**Remark 6.2.** Suppose that the assumptions of Theorem 6.1 are satisfied for \( \alpha = \frac{1}{2} \). It follows from Theorem 6.1 that \( M(\lambda) \) is bounded for every \( \lambda \in \rho(A_0) \) and that \( \|M(\lambda)\| \) is uniformly bounded on each sector \( S_{z_0, \theta} \) as in the theorem. In addition, we can show (see below) that for each \( S_{z_0, \theta} \) as in the theorem,

\[
\overline{M(\lambda)} g \to 0 \quad \text{as} \quad \lambda \to \infty \quad \text{in} \quad S_{z_0, \theta}, \quad g \in \mathcal{G}.
\]

(6.11)

Similarly, if \( A_0 \) is bounded from below, then \( M(\lambda) \) is bounded for every \( \lambda \in \rho(A_0) \) and \( \|M(\lambda)\| \) is uniformly bounded on each sector \( \mathbb{U}_{w_0, \nu} \) as in the theorem, and for each such \( \mathbb{U}_{w_0, \nu} \),

\[
\overline{M(\lambda)} g \to 0 \quad \text{as} \quad \lambda \to \infty \quad \text{in} \quad \mathbb{U}_{w_0, \nu}, \quad g \in \mathcal{G}.
\]

(6.12)

To prove (6.11) set

\[
f := |A_0 - \mu|^{1/2} \gamma(\mu) g
\]

and observe that by (6.9) it is sufficient to show that
\[ \| \Psi_4(A_0) f \|^2 = \int_{\sigma(A_0)} \frac{|t-\mu|^2}{|t-\lambda|^2} \, d(E(t)f, f) \to 0 \quad \text{as } \lambda \to \infty \text{ in } \mathbb{S}_{z_0, \theta}. \]

It was shown in the proof of Theorem 6.1 that the integrand is uniformly bounded for \( \lambda \in \mathbb{S}_{z_0, \theta} \) and \( t \in \sigma(A_0) \). Moreover, the measure \( (E(\cdot)f, f) \) is finite and the integrand converges to 0 as \( \lambda \to \infty \) for each fixed \( t \in \sigma(A_0) \). Hence the dominated convergence theorem implies that \( \| \Psi_4(A_0)f \| \to 0 \) as \( \lambda \to \infty \) in \( \mathbb{S}_{z_0, \theta} \), which proves (6.11). The same argument also shows (6.12).

**Corollary 6.3.** Let \( \Pi = \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) be a quasi boundary triple for \( T \subset S^* \) with corresponding \( \gamma \)-field \( \gamma \) and Weyl function \( M \) and assume that the operator in (6.4) is bounded for some \( \mu \in \rho(A_0) \) and some \( \alpha \in (0, \frac{1}{2}] \). Then the following assertions hold.

(a) For all \( z_0 \in \mathbb{C}^+ \cap \rho(A_0) \) and all \( \theta \in (0, \frac{\pi}{2}) \) there exist \( C_1 = C_1(\Pi, \alpha, \mu, z_0, \theta) \) and \( C_2 = C_2(\Pi, \alpha, \mu, z_0, \theta) \) such that

\[ \| \gamma(\lambda) \| \leq \frac{C_1}{(\text{dist}(\lambda, \sigma(A_0)))^{1-\alpha}}, \quad (6.13) \]

\[ \| M^{(n)}(\lambda) \| \leq \frac{C_2 \, n!}{(\text{dist}(\lambda, \sigma(A_0)))^{n+1-2\alpha}} \quad (6.14) \]

for all \( \lambda \in \mathbb{S}_{z_0, \theta} \cup \mathbb{S}_{z_0, \theta}^* \).

(b) If \( A_0 \) is bounded from below, then for all \( w_0 < \min \rho(A_0) \) and all \( \nu \in (0, \pi) \) there exist \( D_1 = D_1(\Pi, \alpha, \mu, w_0, \nu) \) and \( D_2 = D_2(\Pi, \alpha, \mu, w_0, \nu) \) such that

\[ \| \gamma(\lambda) \| \leq \frac{D_1}{(\text{dist}(\lambda, \sigma(A_0)))^{1-\alpha}}, \quad (6.15) \]

\[ \| M^{(n)}(\lambda) \| \leq \frac{D_2 \, n!}{(\text{dist}(\lambda, \sigma(A_0)))^{n+1-2\alpha}} \quad (6.16) \]

for all \( \lambda \in \mathbb{U}_{w_0, \nu} \).

**Proof.** (a) First we prove (6.13). Let \( z_0 \in \mathbb{C}^+ \cap \rho(A_0) \) and \( \theta \in (0, \frac{\pi}{2}) \). For \( \lambda \in \mathbb{S}_{z_0, \theta} \) with \( \text{Im } \lambda \geq 1 \) we have

\[
\text{dist}(\lambda, \sigma(A_0)) \leq |\lambda - z_0| + \text{dist}(z_0, \sigma(A_0)) \\
\leq \frac{\text{Im } \lambda}{\cos \theta} + \text{dist}(z_0, \sigma(A_0)) \\
\leq \left( \frac{1}{\cos \theta} + \text{dist}(z_0, \sigma(A_0)) \right) \text{Im } \lambda.
\]
This, (2.6), (2.11) and (6.5) imply that
\[
\|\gamma(\lambda)\| = \frac{\|\text{Im} M(\lambda)\|^{1/2}}{(\text{Im} \lambda)^{1/2}} \leq \frac{\|M(\lambda)\|^{1/2}}{(\text{Im} \lambda)^{1/2}} \leq C^{1/2} (\text{dist}(\lambda, \sigma(A_0)))^{1/2} \leq C^{1/2} \left[ \frac{1}{\cos \theta} + \text{dist}(z_0, \sigma(A_0)) \right]^{1/2} \leq C^{1/2} (\text{dist}(\lambda, \sigma(A_0)))^{1/2 - \alpha}
\]
for \(\lambda \in S_{z_0, \theta}\) with \(\text{Im} \lambda \geq 1\). Since \(\|\gamma(\lambda)\| = \|\gamma(\lambda)\|\), see (2.6), and \(\gamma\) is bounded on the set \(\{z \in S_{z_0, \theta} \cup S_{z_0, \theta}^* : |\text{Im} z| \leq 1\}\), the inequality (6.13) is proved.

The inequality in (6.14) is obtained from (6.13) and (2.7) as follows:
\[
\|M^{(n)}(\lambda)\| \leq n! \|\gamma(\lambda)^*\| \|(A_0 - \lambda)^{-(n-1)}\| \|\gamma(\lambda)\|
\leq \frac{n! C^2}{(\text{dist}(\lambda, \sigma(A_0)))^{1-\alpha + n-1+1-\alpha}}.
\]

(b) Now assume that \(A_0\) is bounded from below and set \(m := \min \sigma(A_0)\). Let \(w_0 < m\) and, without loss of generality, \(\nu \in (0, \frac{\pi}{2})\). Let \(x \in G\) and \(u \in \mathcal{H}\) and define the function
\[
f(z) := (m - z)^{1-\alpha} (\overline{\gamma(z)} x, u)， \quad z \in \mathbb{C} \text{ with } \text{Re} z \leq w_0,
\]
where the function \(\zeta \mapsto \zeta^{1-\alpha}\) is defined with a cut on the negative half-line. The already proved item (a) implies that (6.13) is valid for \(z \in S_{w_0, \theta}\), with \(\theta := \frac{\pi}{2} - \nu\) and some \(D_1 > 0\). In particular, it is true for \(z \in \mathbb{C}\) with \(\text{Re} z = w_0\), which yields that
\[
|f(z)| \leq |m - z|^{1-\alpha} \|\overline{\gamma(z)}\| \|x\| \|u\| \leq |m - z|^{1-\alpha} \frac{D_1 \|x\| \|u\|}{(\text{dist}(z, \sigma(A_0)))^{1-\alpha}} = D_1 \|x\| \|u\|
\]
for all \(z \in \mathbb{C}\) with \(\text{Re} z = w_0\). Since by (2.4) the function \(f\) grows at most like a power of \(z\) on the half-plane \(\{z \in \mathbb{C} : \text{Re} z \leq w_0\}\), the Phragmén–Lindelöf principle (see, e.g. [47, Corollary VI.4.2]) implies that
\[
|f(z)| \leq D_1 \|x\| \|u\| \quad \text{for all } z \in \mathbb{C} \text{ with } \text{Re} z \leq w_0.
\]
It follows from this that
\[
\|\overline{\gamma(z)}\| \leq \frac{D_1}{|m - z|^{1-\alpha}} \quad \text{for all } z \in \mathbb{C} \text{ with } \text{Re} z \leq w_0.
\]
If we combine this with (6.13) with \(z_0 = w_0\) and \(\theta = \frac{\pi}{2} - \nu\), we obtain (6.15). The estimate (6.16) follows from (6.15) in the same way as in (a).

The following example shows that Theorem 6.1 is sharp in a certain sense.
Example 6.4. Let $\alpha \in (0, \frac{1}{2}]$ and let $\mu$ be the Borel measure on $\mathbb{R}$ that has support $[e, \infty)$, is absolutely continuous and has density

$$\frac{d\mu(t)}{dt} = \frac{1}{t^{1-2\alpha}(\ln t)^2}, \quad t \in [e, \infty).$$

Moreover, define

$$M(\lambda) := \int_e^\infty \frac{1}{t-\lambda} \, d\mu(t), \quad \lambda \in \mathbb{C} \setminus [e, \infty).$$

This function is the Weyl function of the following ordinary boundary triple

$$\mathcal{H} = L^2(\mu), \quad \mathcal{G} = \mathbb{C},$$

$$\text{dom } T = \{f \in \mathcal{H} : \exists c_f \in \mathbb{C} \text{ such that } tf(t) - c_f \in \mathcal{H}\},$$

$$(Tf)(t) = tf(t) - c_f,$$

$$\Gamma_0 f = c_f, \quad \Gamma_1 f = \int_e^\infty f(t) \, d\mu(t);$$

note that $c_f$ is uniquely determined by $f$ since the measure $\mu$ is infinite. The operator $A_0$ is the multiplication operator by the independent variable. The mapping in (6.4) with $\mu = 0$ is bounded since for $f \in \mathcal{H}$ with compact support we have

$$\Gamma_1 A_0^{-\alpha} f = \int_e^\infty f(t) \, t^{-\alpha} \, d\mu(t) \leq \|f\|_\mathcal{H} \left[ \int_e^\infty \frac{1}{t^{2\alpha}t^{1-2\alpha}(\ln t)^2} \, dt \right]^{1/2}$$

and the last integral converges. Hence Theorem 6.1 yields that

$$M(\lambda) = O\left( \frac{1}{|\lambda|^{1-2\alpha}} \right), \quad \lambda \to -\infty.$$

One can show that the actual asymptotic behaviour of $M$ is

$$M(\lambda) \sim \frac{C}{|\lambda|^{1-2\alpha}(\ln |\lambda|)^2}, \quad \lambda \to -\infty,$$

with a positive constant $C$.

Hence, apart from the logarithmic factor, Theorem 6.1 yields the correct asymptotic behaviour. Using Krein’s inverse spectral theorem (see, e.g. [92]) one can rewrite this example as a Krein–Feller operator: $-D_mD_x$ with some mass distribution $m$ so that the measure $\mu$ becomes the principal spectral measure of the string.
The next corollary is an immediate consequence of Theorem 6.1.

**Corollary 6.5.** Let \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) be a quasi boundary triple for \( T \subset S^* \) with corresponding Weyl function \( M \) and assume that the operator in (6.4) is bounded for some \( \alpha \in (0, \frac{1}{2}] \) and some \( \mu \in \rho(A_0) \). Then \( M \) satisfies

\[
\int_1^\infty \frac{\| \text{Im} M(iy) \|}{y^\gamma} \, dy < \infty
\]

for every \( \gamma > 2\alpha \).

Condition (6.17) says that the function \( M \) belongs to the Kac class \( \mathcal{N}_\gamma \) (see, e.g. [93] for the scalar case). Assume that \( M \) satisfies (6.17) for some \( \gamma \in (0, 2) \) and consider the integral representation

\[
M(\lambda) = A + \lambda B + \int_\mathbb{R} \left( \frac{1}{t - \lambda} - \frac{t}{1 + t^2} \right) d\Sigma(t),
\]

where \( A \) and \( B \geq 0 \) are bounded symmetric operators and \( \Sigma \) is an operator-valued measure (see, e.g. [116] or [23, §3.4]). Often the measure \( \Sigma \) plays the role of a spectral measure. For each \( \varphi \in \text{ran} \Gamma_0 \) we have

\[
(M(\lambda)\varphi, \varphi) = (A\varphi, \varphi) + \lambda (B\varphi, \varphi) + \int_\mathbb{R} \left( \frac{1}{t - \lambda} - \frac{t}{1 + t^2} \right) d(\Sigma(t)\varphi, \varphi).
\]

It follows from [130, Lemma 3.1] and its proof that \( (B\varphi, \varphi) = 0 \) and that

\[
\int_\mathbb{R} \frac{1}{1 + |t|^\gamma} d(\Sigma(t)\varphi, \varphi) \leq C \| \varphi \|^2,
\]

with some \( C > 0 \), which does not depend on \( \varphi \). Hence \( B = 0 \) and

\[
\int_\mathbb{R} \frac{1}{1 + |t|^\gamma} d\Sigma(t)
\]

is a bounded operator.

**7. Elliptic operators with non-local Robin boundary conditions**

In this section we apply the results of the previous sections to elliptic differential operators on domains whose boundaries are not necessarily compact. Our main focus is on operators subject to non-self-adjoint boundary conditions. For some recent investigations of non-self-adjoint elliptic operators we refer the reader to [40,41,76,86,115].
Let \( \Omega \subset \mathbb{R}^n \) be a domain that is uniformly regular\(^1\) in the sense of [38, p. 366] and [74, page 72]; see also [20,39]. This includes, e.g. domains with compact \( C^\infty \)-smooth boundaries or compact, smooth perturbations of half-spaces. Moreover, the class of uniformly regular unbounded domains includes certain quasi-conical and quasi-cylindrical domains in the sense of [57, Definition X.6.1]. Non-self-adjoint elliptic operators with Robin boundary conditions on such domains have been investigated recently in connection with non-Hermitian quantum waveguides and layers; see, e.g. [34–36,113]. Further, let

\[
\mathcal{L} = - \sum_{j,k=1}^{n} \frac{\partial}{\partial x_j} a_{jk} \frac{\partial}{\partial x_k} + a
\]

(7.1)

be a differential expression on \( \Omega \), where we assume that \( a_{jk} \in C^\infty(\overline{\Omega}) \) are bounded, have bounded, uniformly continuous derivatives on \( \overline{\Omega} \) and satisfy \( a_{jk}(x) = a_{kj}(x) \) for all \( x \in \overline{\Omega} \), \( 1 \leq j, k \leq n \), and that \( a \in L^\infty(\Omega) \) is real-valued; cf. [20, (S1)–(S5) in Chapter 4]. Moreover, we assume that \( \mathcal{L} \) is uniformly elliptic, i.e. there exists \( E > 0 \) such that

\[
\sum_{j,k=1}^{n} a_{jk}(x) \xi_j \xi_k \geq E \sum_{k=1}^{n} \xi_k^2, \quad \xi = (\xi_1, \ldots, \xi_n)^\top \in \mathbb{R}^n, x \in \overline{\Omega}.
\]

In the following we denote by \( H^s(\Omega) \) and \( H^s(\partial \Omega) \) the Sobolev spaces of order \( s \geq 0 \) on \( \Omega \) and \( \partial \Omega \), respectively. For \( f \in C_0^\infty(\overline{\Omega}) \), where \( C_0^\infty(\overline{\Omega}) \) denotes the set of \( C^\infty(\overline{\Omega}) \)-functions with compact support, let

\[
\frac{\partial f}{\partial \nu_{\mathcal{L}}} \big|_{\partial \Omega} := \sum_{j,k=1}^{n} a_{jk} \nu_j \frac{\partial f}{\partial x_k} \big|_{\partial \Omega}
\]

denote the conormal derivative of \( f \) at \( \partial \Omega \) with respect to \( \mathcal{L} \), where \( \nu = (\nu_1, \ldots, \nu_n)^\top \) is the unit normal vector field at \( \partial \Omega \) pointing outwards. Then Green’s identity

\[
(\mathcal{L}f, g) - (f, \mathcal{L}g) = \left( f \big|_{\partial \Omega}, \frac{\partial g}{\partial \nu_{\mathcal{L}}} \big|_{\partial \Omega} \right) - \left( \frac{\partial f}{\partial \nu_{\mathcal{L}}} \big|_{\partial \Omega}, g \big|_{\partial \Omega} \right)
\]

(7.2)

holds for all \( f, g \in C_0^\infty(\overline{\Omega}) \), where the inner products are in \( L^2(\Omega) \) and \( L^2(\partial \Omega) \), respectively. Recall that the pair of mappings

\(^1\)This means that \( \partial \Omega \) is \( C^\infty \)-smooth and that there exists a covering of \( \partial \Omega \) by open sets \( \Omega_j, j \in \mathbb{N} \), and \( n_0 \in \mathbb{N} \) such that at most \( n_0 \) of the \( \Omega_j \) have a non-empty intersection, and a family of \( C^\infty \)-homeomorphisms \( \varphi_j : \Omega_j \cap \partial \Omega \to B_{1} \cap \{ x_n > 0 \} \), where \( B_r = \{ x \in \mathbb{R}^n : \| x \| < r \} \), such that \( \varphi_j : \Omega_j \cap \partial \Omega \to B_{1} \cap \{ x_n = 0 \} \), the derivatives of \( \varphi_j \), \( j \in \mathbb{N} \), and their inverses are uniformly bounded, and \( \bigcup_j \varphi_j^{-1}(B_{1/2}) \) covers a uniform neighbourhood of \( \partial \Omega \).
\[ C^\infty_0(\Omega) \ni f \mapsto \left\{ f|_{\partial \Omega}; \frac{\partial f}{\partial \nu} \big|_{\partial \Omega} \right\} \in H^{3/2}(\partial \Omega) \times H^{1/2}(\partial \Omega) \]

extends by continuity to a bounded map from \( H^2(\Omega) \) onto \( H^{3/2}(\partial \Omega) \times H^{1/2}(\partial \Omega) \); see, e.g., [74, Theorem 3.9]. The extended trace and conormal derivative are again denoted by \( f|_{\partial \Omega} \) and \( \frac{\partial f}{\partial \nu} \big|_{\partial \Omega} \), respectively. Moreover, Green’s identity (7.2) extends to all \( f, g \in H^2(\Omega) \); see [74, Theorem 4.4].

In order to construct a quasi boundary triple, let us define the operators \( S \) and \( T \) in \( L^2(\Omega) \) via

\[
Sf = \mathcal{L}f, \quad \text{dom } S = \left\{ f \in H^2(\Omega) : f|_{\partial \Omega} = \frac{\partial f}{\partial \nu} \big|_{\partial \Omega} = 0 \right\},
\]

and

\[
Tf = \mathcal{L}f, \quad \text{dom } T = H^2(\Omega).
\]

Moreover, we define boundary mappings \( \Gamma_0, \Gamma_1 : \text{dom } T \to L^2(\partial \Omega) \) by

\[
\Gamma_0 f = \frac{\partial f}{\partial \nu} \big|_{\partial \Omega}, \quad \Gamma_1 f = f|_{\partial \Omega} \quad \text{for } f \in \text{dom } T.
\]

The assertions of the following proposition can be found in [29, Propositions 3.1 and 3.2].

**Proposition 7.1.** The operator \( S \) in (7.3) is closed, symmetric and densely defined with \( T = S^* \) for \( T \) in (7.4), and the triple \( \{ L^2(\partial \Omega), \Gamma_0, \Gamma_1 \} \) is a quasi boundary triple for \( T \subset S^* \) with the following properties.

(i) \( \text{ran}(\Gamma_0, \Gamma_1)^\top = H^{1/2}(\partial \Omega) \times H^{3/2}(\partial \Omega) \).

(ii) \( A_0 \) is the Neumann operator

\[
A_N f = \mathcal{L} f, \quad \text{dom } A_N = \left\{ f \in H^2(\Omega) : \frac{\partial f}{\partial \nu} \big|_{\partial \Omega} = 0 \right\},
\]

and \( A_1 \) is the Dirichlet operator

\[
A_D f = \mathcal{L} f, \quad \text{dom } A_D = \left\{ f \in H^2(\Omega) : f|_{\partial \Omega} = 0 \right\}.
\]

Both operators, \( A_N \) and \( A_D \), are self-adjoint and bounded from below.

(iii) For \( \lambda \in \rho(A_N) \), the associated \( \gamma \)-field satisfies

\[
\gamma(\lambda) \frac{\partial f}{\partial \nu} \big|_{\partial \Omega} = f \quad \text{for all } f \in \ker(T - \lambda),
\]

and the associated Weyl function is given by the Neumann-to-Dirichlet map,
\[ M(\lambda) \frac{\partial f}{\partial \nu_{\mathcal{L}}} \bigg|_{\partial \Omega} = f \big|_{\partial \Omega} \quad \text{for all } f \in \ker(T - \lambda). \]  

(7.6)

Moreover, \( M(\lambda) \) is a bounded, non-closed operator in \( L^2(\partial \Omega) \) with domain \( H^{1/2}(\partial \Omega) \) such that \( \operatorname{ran} M(\lambda) \subset H^1(\partial \Omega) \).

In order to apply the results of Section 5 to the quasi boundary triple in Proposition 7.1 we prove estimates for the Weyl function in certain sectors using Theorem 6.1.

Lemma 7.2. Let \( \mathbb{U}_{w_0, \nu} \) be defined as in (6.2). Then for each \( w_0 < \min \sigma(A_N), \nu \in (0, \pi) \) and \( \beta \in (0, \frac{1}{2}) \) there exists \( C = C(\mathcal{L}, \Omega, w_0, \nu, \beta) > 0 \) such that

\[ \| M(\lambda) \| \leq \frac{C}{(\text{dist}(\lambda, \sigma(A_N)))^\beta} \quad \text{for all } \lambda \in \mathbb{U}_{w_0, \nu}. \]  

(7.7)

Proof. Let \( \mu = \min \sigma(A_N) - 1 \). Then \( A_N - \mu \) is a positive, self-adjoint operator in \( L^2(\Omega) \) and \( \Lambda := (A_N - \mu)^{1/2} \) in \( L^2(\Omega) \) is well defined, self-adjoint and positive. It can be seen with the help of the quadratic form associated with \( A_N \) that \( \text{dom} \Lambda = H^1(\Omega) \) and that the \( H^1(\Omega) \)-norm is equivalent to the graph norm \( \| \Lambda \cdot \|_{L^2(\Omega)} \). Thus the identity operator provides an isomorphism between \( H^1(\Omega) \) and \( (\text{dom} \Lambda, \| \Lambda \cdot \|_{L^2(\Omega)}) \) as well as, trivially, between \( L^2(\Omega) \) and \( (\text{dom} \Lambda^0, \| \Lambda^0 \cdot \|_{L^2(\Omega)}) \). By interpolation (see, e.g. [110, Theorems 5.1 and 7.7]), the identity operator is also an isomorphism between \( H^s(\Omega) \) and \( (\text{dom} \Lambda^s, \| \Lambda^s \cdot \|_{L^2(\Omega)}) \) for each \( s \in (0, 1) \). In particular, \( \text{dom}(A_N - \mu)^{s/2} = \text{dom} \Lambda^s = H^s(\Omega) \) for each \( s \in (0, 1) \). It follows from the closed graph theorem that \( (A_N - \mu)^{-s/2} \) is bounded as an operator from \( L^2(\Omega) \) to \( H^s(\Omega) \) for each such \( s \). Since the trace map is bounded from \( H^s(\Omega) \) to \( L^2(\partial \Omega) \) for each \( s \in (\frac{1}{2}, 1) \) by [74, Theorem 3.7], it follows that \( f \mapsto ((A_N - \mu)^{-s/2} f)|_{\partial \Omega} \) is bounded from \( L^2(\Omega) \) to \( L^2(\partial \Omega) \) for each \( s \in (\frac{1}{2}, 1) \). In particular, the operator

\[ \Gamma_1(A_N - \mu)^{-\alpha} : L^2(\Omega) \supset \text{dom}(\Gamma_1(A_N - \mu)^{-\alpha}) \rightarrow L^2(\partial \Omega) \]  

(7.8)

is bounded for each \( \alpha \in (\frac{1}{4}, \frac{1}{2}) \). By Theorem 6.1 for each \( w_0 < \min \sigma(A_N), \nu \in (0, \pi) \) and each \( \alpha \in (\frac{1}{4}, \frac{1}{2}) \) there exists \( C = C(\mathcal{L}, \Omega, w_0, \nu, \alpha) > 0 \) such that

\[ \| M(\lambda) \| \leq \frac{C}{(\text{dist}(\lambda, \sigma(A_N)))^{1-2\alpha}} \]  

holds for all \( \lambda \in \mathbb{U}_{w_0, \nu} \). From this the claim of the lemma follows. \( \square \)

Remark 7.3. Along the negative real axis the result of Lemma 7.2 can be slightly improved. It was proved in [29, Proposition 3.2(iv)] (using techniques from [4]) that for each \( \mu < \min \sigma(A_N) \) there exists \( C = C(\mathcal{L}, \Omega, \mu) > 0 \) such that

\[ \| M(\lambda) \| \leq \frac{C}{(\mu - \lambda)^{1/2}} \quad \text{for all } \lambda < \mu. \]  

(7.9)
In the next theorem we apply Lemma 7.2, Remark 7.3 and the results from Section 5 to obtain m-sectorial (self-adjoint, maximal dissipative, maximal accumulative) realizations of $\mathcal{L}$ subject to generalized Robin boundary conditions and also spectral enclosures for these realizations.

**Theorem 7.4.** Let $B$ be a closable operator in $L^2(\partial \Omega)$ such that

$$H^{1/2}(\partial \Omega) \subset \text{dom } B \quad \text{and} \quad B(H^1(\partial \Omega)) \subset H^{1/2}(\partial \Omega). \quad (7.10)$$

Assume further that there exists $b \in \mathbb{R}$ such that

$$\text{Re}(B\varphi, \varphi)_{L^2(\partial \Omega)} \leq b\|\varphi\|_{L^2(\partial \Omega)}^2 \quad \text{for all } \varphi \in \text{dom } B. \quad (7.11)$$

Then the operator

$$A_{[B]}f = \mathcal{L}f, \quad \text{dom } A_{[B]} = \left\{ f \in H^2(\Omega) : \frac{\partial f}{\partial \nu_\Omega}|_{\partial \Omega} = Bf|_{\partial \Omega} \right\}, \quad (7.12)$$

in $L^2(\Omega)$ is m-sectorial, one has $\sigma(A_{[B]}) \subset W(A_{[B]})$, the resolvent formula

$$(A_{[B]} - \lambda)^{-1} = (A_N - \lambda)^{-1} + \gamma(\lambda)(I - BM(\lambda))^{-1}B\gamma(\lambda)^* \quad (7.13)$$

holds for all $\lambda \in \rho(A_{[B]}) \cap \rho(A_N)$, and the following assertions are true.

(i) If $B$ is symmetric, then $A_{[B]}$ is self-adjoint and bounded from below. If $B$ is dissipative (accumulative, respectively), then $A_{[B]}$ is maximal accumulative (maximal dissipative, respectively).

(ii) If $B'$ is a closable operator in $L^2(\partial \Omega)$ that satisfies (7.10) and (7.11) with $B$ replaced by $B'$ and

$$(B\varphi, \psi) = (\varphi, B'\psi) \quad \text{for all } \varphi \in \text{dom } B, \psi \in \text{dom } B' \quad (7.14)$$

holds, then $A_{[B']} = A_{[B]}^*$.

Moreover, the following spectral enclosures hold.

(iii) If $b \leq 0$, then $(-\infty, \min \sigma(A_N)) \subset \rho(A_{[B]})$.

(iv) If dom $B^* \supset \text{dom } B$, $\text{Im } B$ is bounded and $b > 0$, then for each $\mu < \min \sigma(A_N)$ there exists $C > 0$ such that for each $\xi < \mu - (Cb)^2$ one has (see Fig. 3 (a))

$$W(A_{[B]}) \subset \left\{ z \in \mathbb{C} : \text{Re } z \geq \mu - (Cb)^2, \ |\text{Im } z| \leq \frac{2C\|\text{Im } B\|}{1 - \frac{\text{Im } B}{(\mu - \xi)^{1/2}}(\text{Re } z - \xi)^{1/2}} \right\}. \quad (7.15)$$
Fig. 3. The plots show the regions given in Theorem 7.4 (iv), (v), respectively, that contain $W(A_{[B]})$ for (a) $b > 0$ and (b) $b < 0$; it is assumed that $\min \sigma(A_N) = 0$, $C\|\text{Im} B\| = 1$, $\mu = -1$ for both cases and $\xi = -4$ in (a).

(v) If $\text{dom} B^* \supset \text{dom} B$, $\text{Im} B$ is bounded and $b \leq 0$, then for each $\mu < \min \sigma(A_N)$ there exists $C > 0$ such that (see Fig. 3 (b))

$$W(A_{[B]}) \subset \left\{ z \in \mathbb{C} : \text{Re} z \geq \min \sigma(A_N), \mid \text{Im} z \mid \leq \frac{2C\|\text{Im} B\| (\text{Re} z - \mu)}{(\text{Re} z - \mu)^{1/2} - Cb} \right\}. $$

(vi) If $B$ is bounded, then for each $w_0 < \min \sigma(A_N)$, $\nu \in (0, \pi)$ and $\beta \in (0, \frac{1}{2})$ there exists $C > 0$ such that

$$\sigma(A_{[B]}) \cap \mathcal{U}_{w_0,\nu} \subset \left\{ z \in \mathcal{U}_{w_0,\nu} : \text{dist}(z, \sigma(A_N)) \leq (C\|B\|)^{1/\beta} \right\},$$

where $\mathcal{U}_{w_0,\nu}$ is defined in (6.2).

Proof. Let $B$ be a closable operator in $L^2(\partial \Omega)$ that satisfies (7.10) and (7.11) for some $b \in \mathbb{R}$. Let $\{L^2(\partial \Omega), \Gamma_0, \Gamma_1\}$ be the quasi boundary triple in Proposition 7.1. It follows from Lemma 7.2 that (5.1) is valid for the corresponding Weyl function. The assumptions
(i) and (iv) and the second assumption in (v) of Theorem 5.1 are satisfied due to the assumptions of the present theorem and the fact that \( A_D = A_1 \) is self-adjoint and bounded from below by Proposition 7.1. Assumption (iii) of Theorem 5.1 follows from the last assertion of Proposition 7.1 (iii) and (7.10). For assumption (ii) of Theorem 5.1 note that

\[
\text{ran} \left( \mathcal{M}(\lambda) \right)^{1/2} = H^{1/2}(\partial \Omega), \quad \lambda < \min \sigma(A_N),
\]

which can be verified as in the proof of [29, Proposition 3.2 (iii)], and use (7.10). It follows from Proposition 7.1 that \( A_0 \) and \( A_1 \) are bounded from below. Thus Theorem 5.1 and Corollary 5.4 imply assertions (i)–(iii). Moreover, Theorem 5.6 and (7.9) yield that \( A_{[B]} \) is \( m \)-sectorial and the assertions in items (iv) and (v); note that the estimate for \( \text{Re} \, z \) in (v) follows from taking the estimates \( \text{Re} \, z > \mu \) in Theorem 5.6 (b), (c) for all \( \mu < \min \sigma(A_N) \). Finally, to prove item (vi) one combines Lemma 7.2 and Proposition 5.9 (a) with \( G = \mathbb{U}_{w_0, \nu} \). 

\[ \square \]

**Remark 7.5.**

(i) The constants \( C \) in items (iv)–(vi) of the above theorem depend only on the differential expression \( \mathcal{L} \) and the domain \( \Omega \) and on \( \mu \) in (iv), (v) and on \( w_0, \nu, \beta \) in (vi); the constants are independent of the operator \( B \).

(ii) In many cases (e.g. when \( \Omega \) is bounded), one can define \( T \) in (7.4) on the larger domain

\[
H^{3/2}_{\mathcal{L}}(\Omega) := \{ f \in H^{3/2}(\Omega) : \mathcal{L}f \in L^2(\Omega) \};
\]

see [22, §4.2]. In this case the extensions of the boundary mappings \( \Gamma_0 \) and \( \Gamma_1 \) to \( H^{3/2}_{\mathcal{L}}(\Omega) \) give rise to a generalized boundary triple, and the second condition in (7.10) on \( B \) is not needed to guarantee that the assertions of Theorem 7.4 are true for the operator

\[
A_{[B]}f = \mathcal{L}f, \quad \text{dom} \, A_{[B]} = \left\{ f \in H^{3/2}_{\mathcal{L}}(\Omega) : \left. \frac{\partial f}{\partial \nu_{\mathcal{L}}} \right|_{\partial \Omega} = Bf|_{\partial \Omega} \right\},
\]

instead of (7.12). In particular, for every bounded operator \( B \) the statements (i)–(vi) in Theorem 7.4 are true. The second condition in (7.10) is needed to obtain the extra regularity \( \text{dom} \, A_{[B]} \subset H^2(\Omega) \); see also [1, Theorem 7.2] for a related result.

(iii) The assertions in (iv) and (v) of Theorem 7.4 imply that the spectrum of \( A_{[B]} \) is contained in a parabola if \( \text{dom} \, B^* \supset \text{dom} \, B \) and \( \text{Im} \, B \) is bounded. This is in accordance with [19, Theorem 5.14], where the Laplacian on a bounded domain with bounded \( B \) was studied. In that paper a setting with \( H^{3/2}_{\mathcal{L}}(\Omega) \) as mentioned in the previous item of this remark was used.
(iv) Under the basic assumptions of Theorem 7.4 the operator $A_{|B|}$ is m-sectorial and hence $-A_{|B|}$ generates an analytic semigroup. For the Laplacian on a bounded domain $\Omega$ this was proved in [3] in the $H^{3/2}_\mathcal{L}(\Omega)$ setting as in (ii).

The next remark shows that the condition (7.10) can be relaxed when an adjoint pair of boundary operators that map $H^1(\partial\Omega)$ into $H^{1/2}(\partial\Omega)$ is given. In this case the assumption $H^{1/2}(\partial\Omega) \subset \text{dom } B$ is not needed.

Remark 7.6. Assume that $B_0$ and $B'_0$ are linear operators in $L^2(\partial\Omega)$ which satisfy

\[(B_0\varphi, \psi) = (\varphi, B'_0\psi)\quad\text{for all } \varphi \in \text{dom } B_0, \psi \in \text{dom } B'_0,\]

and

\[H^1(\partial\Omega) \subset \text{dom } B_0, \quad B_0(H^1(\partial\Omega)) \subset H^{1/2}(\partial\Omega),\]

\[H^1(\partial\Omega) \subset \text{dom } B'_0, \quad B'_0(H^1(\partial\Omega)) \subset H^{1/2}(\partial\Omega).\]

Then $B_0$ and $B'_0$ have closable extensions $B$ and $B'$, respectively, that satisfy (7.10) and (7.14). Indeed, it follows from (7.16) and (7.17) that $B_0$ and $B'_0$ are densely defined. Hence (7.15) shows that $B_0$ and $B'_0$ are closable. This and the second condition in (7.17) imply that $B'_0 \upharpoonright H^1(\partial\Omega)$ is bounded from $H^1(\partial\Omega)$ to $H^{1/2}(\partial\Omega)$. A duality argument as, e.g. in [27, Lemma 4.4] shows that the Banach space adjoint of $B'_0 \upharpoonright H^1(\partial\Omega)$, which we denote by $\tilde{B}$, is an extension of $B_0$ and a bounded mapping from $H^{-1/2}(\partial\Omega)$ to $H^{-1}(\partial\Omega)$. Interpolation (see, e.g. [110, Theorems 5.1 and 7.7]) implies that $B := \tilde{B} \upharpoonright H^{1/2}(\partial\Omega)$ is bounded from $H^{1/2}(\partial\Omega)$ to $L^2(\partial\Omega)$. Hence $H^{1/2}(\partial\Omega) \subset \text{dom } B$ and (7.10) is satisfied. In a similar way one constructs an extension $B'$ of $B'_0$ that satisfies $H^{1/2}(\partial\Omega) \subset \text{dom } B'$. The relation (7.14) is obtained by continuity. We emphasize that in this situation replacing $B$ by $B_0$ in the definition of $A_{|B|}$ does not change the domain of the operator.

If, for $B$, we choose a multiplication operator by some function $\alpha$, we obtain classical Robin boundary conditions. We formulate this situation in the following corollary, which follows from Theorem 7.4 and Remark 7.6 with $B'_0$ being the multiplication operator by $\overline{\alpha}$.

Corollary 7.7. Let $\alpha$ be a measurable complex-valued function on $\partial\Omega$ such that

\[\alpha \varphi \in H^{1/2}(\partial\Omega) \quad\text{for all } \varphi \in H^1(\partial\Omega)\]

and that

\[b := \sup(\text{Re } \alpha) < \infty.\]

Then the operator
\[ A_{[\alpha]} f = \mathcal{L} f, \quad \text{dom} A_{[\alpha]} = \left\{ f \in H^2(\Omega) : \frac{\partial f}{\partial \nu_L} \bigg|_{\partial \Omega} = \alpha f \big|_{\partial \Omega} \right\}, \]

in \( L^2(\Omega) \) is \( m \)-sectorial, one has \( \sigma(A_{[\alpha]}) \subset \overline{W(A_{[\alpha]})} \), and the resolvent formula

\[
(A_{[\alpha]} - \lambda)^{-1} = (A_N - \lambda)^{-1} + \gamma(\lambda)(I - \alpha M(\lambda))^{-1} \alpha \gamma(\lambda)^* 
\]

holds for all \( \lambda \in \rho(A_{[\alpha]}) \cap \rho(A_N) \). Moreover, the following assertions are true.

(i) \( A_{[\alpha]} = A_{[\alpha]}^* \).

(ii) If \( \alpha \) is real-valued, then \( A_{[\alpha]} \) is self-adjoint and bounded from below. If \( \text{Im}(\alpha(x)) \geq 0 \) (\( \leq 0 \), respectively) for almost all \( x \in \partial \Omega \), then \( A_{[\alpha]} \) is maximal accumulative (maximal dissipative, respectively).

(iii) If \( b \leq 0 \) in (7.19), then \( (-\infty, \min \sigma(A_N)) \subset \rho(A_{[\alpha]}) \).

Further, if \( \text{Im} \alpha \) is bounded, then the enclosures for \( W(A_{[\alpha]}) \) in Theorem 7.4 (iv) and (v) hold with \( \|\text{Im} B\| \) replaced by \( \sup |\text{Im} \alpha| \). If \( \alpha \) is bounded, then also the enclosure in Theorem 7.4 (vi) holds with \( \|B\| \) replaced by \( \sup |\alpha| \).

**Remark 7.8.** Condition (7.18) says that \( \alpha \) is a multiplier from \( H^1(\partial \Omega) \) to \( H^{1/2}(\partial \Omega) \), in the notation of [119] written as

\[
\alpha \in M(H^1(\partial \Omega) \to H^{1/2}(\partial \Omega)).
\]

In certain situations there exist characterizations or sufficient conditions for this property. For example let

\[
\Omega = \mathbb{R}^n_+ = \{ x = (x', x_n)^T : x' \in \mathbb{R}^{n-1}, x_n > 0 \}.
\]

Then \( \partial \Omega = \mathbb{R}^{n-1} \). The set of multipliers can be characterized using capacities; see [119, Theorem 3.2.2]. For the case \( n = 2 \) there is a simpler characterization and for \( n > 2 \) there are simpler sufficient conditions. To this end, let us recall some notation. Let \( H^{s,p}(\mathbb{R}^{n-1}) \) denote the (fractional) Sobolev space (or Bessel potential space) defined as

\[
H^{s,p}(\mathbb{R}^{n-1}) = \left\{ u \in \mathcal{S}'(\mathbb{R}^{n-1}) : \mathcal{F} M^s \mathcal{F}^{-1} u \in L^p(\mathbb{R}^{n-1}) \right\}
\]

where \( \mathcal{S}'(\mathbb{R}^{n-1}) \) is the space of tempered distributions, \( \mathcal{F} \) is the \( (n - 1) \)-dimensional Fourier transform, and \( M \) is the operator of multiplication by \( \sqrt{1 + |\xi|^2} \); see, e.g. [58, §2.2.2 (iii)] or [119, §3.1.1]. Further, let \( \eta \in C_0^\infty(\mathbb{R}^{n-1}) \) be such that \( \eta(x) = 1 \) on the unit ball, and set \( \eta_z(x) := \eta(x - z) \) for \( z \in \mathbb{R}^{n-1} \). Let

\[
H_{\text{loc,unif}}^{s,p}(\mathbb{R}^{n-1}) = \left\{ u \in \mathcal{S}'(\mathbb{R}^{n-1}) : \sup_{z \in \mathbb{R}^{n-1}} \| \eta_z u \|_{H^{s,p}(\mathbb{R}^{n-1})} < \infty \right\},
\]
a space of functions being in $H^{s,p}$ only locally but in a uniform way; see [119, p. 34]. We also set $H^{s,\text{loc,unif}}(\mathbb{R}^{n-1}) := H^{s,2}_{\text{loc,unif}}(\mathbb{R}^{n-1})$. When $n = 2$, one obtains from [119, Theorem 3.2.5] that $\alpha$ satisfies \((7.18)\) if and only if

$$\alpha \in H^{\frac{3}{2},\text{loc,unif}}(\mathbb{R}).$$

(7.20)

In the case $n > 2$ we can use [119, Theorem 3.3.1 (ii)] to provide sufficient conditions: $\alpha$ satisfies \((7.18)\) if

$$\alpha \in H^{\frac{1}{2},p}_{\text{loc,unif}}(\mathbb{R}^{n-1}) \text{ for some } p \in (2, 4) \quad \text{when } n = 3,$n=3,$

$$\alpha \in H^{\frac{1}{2},n-1}_{\text{loc,unif}}(\mathbb{R}^{n-1}) \quad \text{when } n > 3.$n>3.$

(7.21)

The implication in the case $n = 3$ can be shown as follows: if $\alpha \in H^{\frac{1}{2},p}_{\text{loc,unif}}(\mathbb{R}^{n-1})$ and $p \in (2, 4)$, then $\alpha \in M(\mathcal{H}^{\frac{1}{2}}(\mathbb{R}^2) \rightarrow \mathcal{H}^{\frac{1}{2}}(\mathbb{R}^2))$ by [119, Theorem 3.3.1 (ii)], and since $H^1(\mathbb{R}^2)$ is continuously embedded in $H^{\frac{1}{2}}(\mathbb{R}^2)$, we therefore have $\alpha \in M(H^1(\mathbb{R}^2) \rightarrow H^{\frac{1}{2}}(\mathbb{R}^2))$.

If $\Omega$ is a domain with smooth compact boundary, then one can characterize multipliers using charts to reduce the situation to the half-space case, i.e. $\alpha$ satisfies \((7.18)\) if and only if $\alpha \in H^{\frac{1}{2}}(\partial\Omega)$ when $n = 2$; when $n > 2$, $\alpha$ satisfies \((7.18)\) if \((7.21)\) holds with $H^{\frac{3}{2},p}_{\text{loc,unif}}(\mathbb{R}^{n-1})$ replaced by $H^{\frac{1}{2},p}(\partial\Omega)$.

**Example 7.9.** An example of an unbounded function $\alpha$ that satisfies \((7.20)\) is

$$\alpha(x_1) = -\log\left(\log\left(1 + \frac{1}{|x_1|}\right)\right), \quad x_1 \in (-1, 1),$$

smoothly connected, e.g. to the zero function outside $\mathbb{R} \setminus (-2, 2)$ or to periodically shifted copies of this function. That $\alpha$ belongs to $H^{\frac{3}{2},\text{loc,unif}}(\mathbb{R})$ can be seen from the fact that it is the trace of a function $f \in H^1(\mathbb{R} \times (0, \infty))$ that satisfies

$$f(x_1, x_2) = -\log\left(\log\left(1 + \frac{1}{\sqrt{x_1^2 + x_2^2}}\right)\right), \quad x_1 \in (-1, 1), \, x_2 \in (0, 1).$$

Note that such a function $\alpha$ also satisfies \((7.19)\) and hence Corollary 7.7 can be applied.

Let us consider an example in which the spectral estimates of the previous theorem can be made more explicit.

**Example 7.10.** Let $\Omega = \mathbb{R}_+^n = \{(x', x_n)^\top : x' \in \mathbb{R}^{n-1}, x_n > 0\}$, so that $\partial\Omega = \mathbb{R}^{n-1}$, and consider the negative Laplacian $\mathcal{L} = -\Delta$. Then $\sigma(A_N) = [0, \infty)$ and the Weyl function of the quasi boundary triple in Proposition 7.1 can be calculated explicitly,

$$M(\lambda) = (-\Delta_{\mathbb{R}^{n-1}} - \lambda)^{-1/2}, \quad \lambda \in \mathbb{C} \setminus [0, \infty);$$

(7.22)
see, e.g. [87, (9.65)]. Here $-\Delta_{\mathbb{R}^{n-1}}$ denotes the self-adjoint Laplacian in $L^2(\mathbb{R}^{n-1})$. From (7.22) we obtain

$$
\|M(\lambda)\| = \frac{1}{\sqrt{\text{dist}(\lambda, \mathbb{R}_+)}}, \quad \lambda \in \mathbb{C} \setminus [0, \infty) .
$$

(7.23)

In particular, the estimate (7.9) is satisfied with $\mu = 0$ and $C = 1$. Hence we can use Theorem 5.6 to obtain a better inclusion for the numerical range. Let $B$ be a closable operator that satisfies (7.10) and (7.11) such that $\text{dom } B^+ \supset \text{dom } B$ and $\text{Im } B$ is bounded. If $b > 0$, then for every $\xi < -b^2$ one has

$$
W(A_{[B]}) \subset \left\{ z \in \mathbb{C} : \text{Re } z \geq -b^2, \ |\text{Im } z| \leq \frac{2\|\text{Im } B\|}{1 - \frac{b}{\sqrt{|z|}}} (\text{Re } z - \xi)^{1/2} \right\}.
$$

(7.24)

If $b \leq 0$, then

$$
W(A_{[B]}) \subset \left\{ z \in \mathbb{C} : \text{Re } z > 0, \ |\text{Im } z| \leq \frac{2\|\text{Im } B\|}{(\text{Re } z)^{1/2} - b} \right\} \cup \{0\}.
$$

Note that $\sigma(A_{[B]}) \subset \overline{W(A_{[B]})}$. If $B$ is bounded, then we can use Proposition 5.9 (a) with $G = \mathbb{C} \setminus [0, \infty)$ to obtain the spectral enclosure

$$
\sigma(A_{[B]}) \subset \left\{ z \in \mathbb{C} : \text{dist}(z, \mathbb{R}_+) \leq \|B\|^2 \right\}.
$$

(7.25)

In the case of the Robin boundary condition, i.e. when $B$ is a multiplication operator with a complex-valued function $\alpha$, an enclosure alternative to (7.25) can be found in [72, Theorem 2], where the operator norm is replaced by an $L^p$-norm of $\alpha$ with a suitably chosen $p > 0$. Finally, we remark that for $b \leq 0$ and $z$ close to the origin, the enclosure (7.24) is sharper than (7.25).

If the boundary $\partial \Omega$ of $\Omega$ is compact, then the differences of the resolvents of $A_{[B]}$ and $A_N$ or $A_D$, respectively, belong to certain Schatten–von Neumann ideals as the following theorem shows. For the case of a bounded self-adjoint operator $B$ in $L^2(\partial \Omega)$ the inclusions in (7.28) and (7.29) were proved in [27, Theorem 4.10 and Corollary 4.14]; cf. also [25,88].

**Theorem 7.11.** Let $\partial \Omega$ be compact and let all assumptions of Theorem 7.4 be satisfied. Then

$$
(A_{[B]} - \lambda)^{-1} - (A_N - \lambda)^{-1} \in \mathcal{S}_p(L^2(\Omega)) \quad \text{for all } p > \frac{2(n-1)}{3}
$$

(7.26)

and $\lambda \in \rho(A_{[B]}) \cap \rho(A_N)$, and
\[(A_{[B]} - \lambda)^{-1} - (A_D - \lambda)^{-1} \in \mathfrak{S}_p(L^2(\Omega)) \quad \text{for all } p > \frac{2(n - 1)}{3} \tag{7.27}\]

and \(\lambda \in \rho(A_{[B]}) \cap \rho(A_D)\). If, in addition, \(B \in \mathcal{B}(L^2(\partial \Omega))\) then

\[(A_{[B]} - \lambda)^{-1} - (A_N - \lambda)^{-1} \in \mathfrak{S}_p(L^2(\Omega)) \quad \text{for all } p > \frac{n - 1}{3} \tag{7.28}\]

and \(\lambda \in \rho(A_{[B]}) \cap \rho(A_N)\), and

\[(A_{[B]} - \lambda)^{-1} - (A_D - \lambda)^{-1} \in \mathfrak{S}_p(L^2(\Omega)) \quad \text{for all } p > \frac{n - 1}{2} \tag{7.29}\]

and \(\lambda \in \rho(A_{[B]}) \cap \rho(A_D)\).

**Proof.** Let \(\{L^2(\partial \Omega), \Gamma_0, \Gamma_1\}\) be the quasi boundary triple in Proposition 7.1 and let \(\gamma\) be the corresponding \(\gamma\)-field. Clearly, \(\gamma(\lambda)^* \in \mathcal{B}(L^2(\Omega), L^2(\partial \Omega))\), and it follows from (2.3) that \(\text{ran } \gamma(\lambda)^* = \text{ran}(\Gamma_1 \restriction \text{dom } A_N) = H^{3/2}(\partial \Omega)\) for all \(\lambda \in \rho(A_N)\). Therefore we can conclude as in [25, Lemma 3.4] that

\[\gamma(\lambda)^* \in \mathfrak{S}_p(L^2(\Omega), L^2(\partial \Omega)) \quad \text{for all } p > \frac{2(n - 1)}{3} \tag{7.30}\]

and for each \(\lambda \in \rho(A_N)\). Moreover, for \(\lambda \in \rho(A_N) \cap \rho(A_D)\) we have the relations

\[M(\lambda)^{-1} \gamma(\lambda)^* \subseteq \mathcal{B}(L^2(\Omega), L^2(\partial \Omega))\] and \(\text{ran } M(\lambda)^{-1} \gamma(\lambda)^* = H^{1/2}(\partial \Omega)\) since \(M(\lambda)^{-1}\) maps \(H^{3/2}(\partial \Omega)\) onto \(H^{1/2}(\partial \Omega)\). It follows again as in [25, Lemma 3.4] that

\[M(\lambda)^{-1} \gamma(\lambda)^* \in \mathfrak{S}_q(L^2(\Omega), L^2(\partial \Omega)) \quad \text{for all } q > 2(n - 1) \tag{7.31}\]

and for each \(\lambda \in \rho(A_N) \cap \rho(A_D)\). From (7.30) we obtain with the help of Proposition 4.7 the assertions (7.26) and (7.27). For \(B \in \mathcal{B}(L^2(\partial \Omega))\), Proposition 4.8, (7.30) and (7.31) yield (7.28) and (7.29). \(\Box\)

**Remark 7.12.** Note that the statement of Theorem 7.11 can be refined if we replace the usual Schatten–von Neumann classes \(\mathfrak{S}_p\) by the weak Schatten–von Neumann classes \(\mathfrak{S}_{p,\infty}\), which are discussed in Remark 4.9. In this case one can allow \(p\) to be equal to \(2(n - 1)/3\), \((n - 1)/3\) or \((n - 1)/2\), respectively; cf. [27, Section 4.2] and [28, Section 3].

**8. Schrödinger operators with \(\delta\)-interaction on hypersurfaces**

In this section we provide some applications of the results in Sections 4, 5 and 6 to Schrödinger operators with \(\delta\)-interaction supported on a smooth, not necessarily bounded hypersurface \(\Sigma\) in \(\mathbb{R}^n\). To be more specific, we consider operators associated with the formal differential expression

\[-\Delta - \alpha \langle \cdot, \delta_\Sigma \rangle \delta_\Sigma,\]
where $\alpha$ is a complex constant or a complex-valued function on $\Sigma$, the strength of the $\delta$-interaction. The spectral theory of such operators is a prominent subject in mathematical physics; see the review paper [62], the monograph [67], and the references therein. The largest part of the existing literature (see, e.g. [37,64,66,68,69,111,118]) is devoted to the case of a real interaction strength $\alpha$. However, there has been recent interest in non-real $\alpha$; see, e.g. [72,98].

In what follows, let $\Omega_+$ be a uniformly regular, bounded or unbounded domain in $\mathbb{R}^n$ (see Section 7) with boundary $\Sigma := \partial \Omega_+$. Furthermore, let $\Omega_- = \mathbb{R}^n \setminus (\Omega_+ \cup \Sigma)$ be its complement in $\mathbb{R}^n$. We write $f = f_+ \oplus f_-$ for $f \in L^2(\mathbb{R}^n)$, where $f_\pm = f|_{\Omega_\pm}$. By the same reason as in Section 7, the trace and the normal derivative extend to continuous linear mappings

$$H^2(\Omega_\pm) \ni f_\pm \mapsto \left\{ f_\pm|_\Sigma; \left. \frac{\partial f_\pm}{\partial \nu_\pm} \right|_\Sigma \right\} \in H^{3/2}(\Sigma) \times H^{1/2}(\Sigma).$$

Both the above mappings are surjective onto $H^{3/2}(\Sigma) \times H^{1/2}(\Sigma)$. Furthermore, we introduce an operator $T$ in $L^2(\mathbb{R}^n)$ by

$$Tf = (-\Delta f_+) \oplus (-\Delta f_-), \quad \text{dom } T = H^2(\mathbb{R}^n \setminus \Sigma) \cap H^1(\mathbb{R}^n).$$

(8.1)

On dom $T$ we define boundary mappings $\Gamma_0$ and $\Gamma_1$ by

$$\Gamma_0 f = \left. \frac{\partial f_+}{\partial \nu_+} \right|_\Sigma + \left. \frac{\partial f_-}{\partial \nu_-} \right|_\Sigma, \quad \Gamma_1 f = f|_\Sigma \quad \text{for } f \in \text{dom } T;$$

(8.2)

here $\left. \frac{\partial f_\pm}{\partial \nu_\pm} \right|_\Sigma$ stand for the normal derivatives of $f = f_+ \oplus f_- \in \text{dom } T$ on two opposite faces of $\Sigma$ with the normals pointing outwards $\Omega_\pm$; note that the outer unit normal vector fields $\nu_-$ and $\nu_+$ of $\Omega_-$ and $\Omega_+$, respectively, satisfy $\nu_-(x) = -\nu_+(x)$ for all $x \in \Sigma$. Moreover, consider the symmetric operator $S$ in $L^2(\mathbb{R}^n)$ defined as

$$Sf = -\Delta f, \quad \text{dom } S = H^2(\mathbb{R}^n) \cap H^1_0(\mathbb{R}^n \setminus \Sigma).$$

(8.3)

In the following proposition we state that $\{L^2(\Sigma), \Gamma_0, \Gamma_1\}$ is a quasi boundary triple for $T \subset S^*$ and we formulate properties of this triple and of the associated $\gamma$-field and Weyl function. This proposition is analogous to Proposition 7.1 and can be proved in a similar way; see the proofs of [29, Propositions 3.1 and 3.2]. Note that in the case of a compact $\Sigma$, the statements and proofs of the next proposition and further details can be found in [26, §3] and [27, §3.1].

**Proposition 8.1.** The operator $S$ in (8.3) is closed, symmetric and densely defined with $S^* = \overline{T}$ for $T$ in (8.1), and the triple $\{L^2(\Sigma), \Gamma_0, \Gamma_1\}$ is a quasi boundary triple for $T \subset S^*$ with the following properties.

(i) $\text{ran}(\Gamma_0, \Gamma_1) = H^{1/2}(\Sigma) \times H^{3/2}(\Sigma)$. 

(ii) $A_0$ is the free Laplace operator

$$-\Delta_{\mathbb{R}^n} f = -\Delta f, \quad \text{dom}(-\Delta_{\mathbb{R}^n}) = H^2(\mathbb{R}^n),$$

and $A_1$ is the orthogonal sum of the Dirichlet Laplacians on $\Omega_+$ and $\Omega_-$, respectively,

$$-\Delta_D f = -\Delta f, \quad \text{dom}(-\Delta_D) = H^2(\mathbb{R}^n \setminus \Sigma) \cap H^1_0(\mathbb{R}^n \setminus \Sigma).$$

Both operators, $-\Delta_{\mathbb{R}^n}$ and $-\Delta_D$, are self-adjoint and non-negative in $L^2(\mathbb{R}^n)$.

(iii) For all $\lambda \in \mathbb{C} \setminus \mathbb{R}_+$ the associated $\gamma$-field satisfies

$$\gamma(\lambda) \left( \frac{\partial f_+}{\partial \nu_+} \big|_{\Sigma} + \frac{\partial f_-}{\partial \nu_-} \big|_{\Sigma} \right) = f \quad \text{for all } f \in \ker(T - \lambda), \quad (8.4)$$

and the associated Weyl function is given by:

$$M(\lambda) \left( \frac{\partial f_+}{\partial \nu_+} \big|_{\Sigma} + \frac{\partial f_-}{\partial \nu_-} \big|_{\Sigma} \right) = f|_{\Sigma} \quad \text{for all } f \in \ker(T - \lambda). \quad (8.5)$$

Moreover, $M(\lambda)$ is a bounded, non-closed operator in $L^2(\Sigma)$ with domain $H^{1/2}(\Sigma)$ such that $\text{ran} M(\lambda) \subset H^1(\Sigma)$.

The following lemma ensures the decay of the Weyl function $M$ in (8.5). For the definition of the exterior sector $U_{w_0, \nu}$ we refer to (6.2).

**Lemma 8.2.** Let $M$ denote the Weyl function in (8.5). Then for all $w_0 < 0$, $\nu \in (0, \pi)$, and $\beta \in (0, \frac{1}{2})$ there exists a constant $C = C(\Sigma, \beta, w_0, \nu) > 0$ such that

$$\left\| M(\lambda) \right\| \leq \frac{C}{(\text{dist}(\lambda, \mathbb{R}_+))^{\beta}} \quad \text{for all } \lambda \in U_{w_0, \nu}. \quad (8.6)$$

**Proof.** Let $\{L^2(\Sigma), \Gamma_0, \Gamma_1\}$ be the quasi boundary triple in Proposition 8.1. Recall that $A_0 = -\Delta_{\mathbb{R}^n}$; in particular, $\sigma(A_0) = [0, \infty)$ and $\text{dom}(A_0 + 1)^{s} = H^s(\mathbb{R}^n)$ for all $s > 0$ by the definition of the Sobolev spaces. Hence by the closed graph theorem, $(A_0 + 1)^{-s/2}$ is bounded as an operator from $L^2(\mathbb{R}^n)$ to $H^s(\mathbb{R}^n)$ for each $s \geq 0$. Since the trace map is bounded from $H^s(\mathbb{R}^n)$ to $L^2(\Sigma)$ for each $s \in (\frac{1}{2}, 1)$, it follows that $f \mapsto ((A_0 + 1)^{-s/2} f)|_{\Sigma}$ is bounded from $L^2(\mathbb{R}^n)$ to $L^2(\Sigma)$ for each $s \in (\frac{1}{2}, 1)$. Therefore the operator

$$\Gamma_1(A_0 + 1)^{-\alpha} : L^2(\mathbb{R}^n) \supset \text{dom}(\Gamma_1(A_0 + 1)^{-\alpha}) \to L^2(\Sigma)$$

is bounded for each $\alpha \in (\frac{1}{2}, \frac{1}{2})$. By Theorem 6.1 it follows that for each $w_0 < 0$, each $\nu \in (0, \pi)$ and each $\alpha \in (\frac{1}{2}, \frac{1}{2})$ there exists $C = C(\Sigma, \beta, w_0, \nu) > 0$ such that
\[ \|M(\lambda)\| \leq \frac{C}{(\text{dist}(\lambda, \mathbb{R}_+))^{1-2\alpha}} \]

holds for all \( \lambda \in U_{\omega, \nu} \). From this the claim of the lemma follows. \( \square \)

**Remark 8.3.** It can be shown as in [26, Proposition 3.2 (iii)] that

\[ M(\lambda) = (M_+ (\lambda)^{-1} + M_- (\lambda)^{-1})^{-1}, \quad \lambda \in \mathbb{C} \setminus [0, \infty), \quad (8.7) \]

where \( M_+ \) and \( M_- \) are the Weyl functions from Section 7 for \( -\Delta \) on \( \Omega_+ \) and \( \Omega_- \), respectively. Remark 7.3 implies that for each \( \mu < 0 \) there exist \( C_\pm > 0 \) such that

\[ \|M_\pm(\lambda)\| \leq \frac{C_\pm}{(\mu - \lambda)^{1/2}}, \quad \lambda < \mu. \]

Since \( M_\pm(\lambda) \geq 0 \) for \( \lambda \in (-\infty, 0) \), it follows from [10, Corollaries I.2.4 and I.3.2] that

\[ \|M(\lambda)\| \leq \frac{1}{4} \left( \|M_+(\lambda)\| + \|M_-\lambda(\lambda)\| \right). \]

Hence for each \( \mu < 0 \) there exists \( C = C(\Sigma, \mu) > 0 \) such that

\[ \|M(\lambda)\| \leq \frac{C}{(\mu - \lambda)^{1/2}} \quad \text{for all } \lambda < \mu. \]

From Lemma 8.2, Remark 8.3 and the results of Section 5 we obtain the following consequences for Schrödinger operators with \( \delta \)-potentials supported on \( \Sigma \); cf. the proof of Theorem 7.4 and Corollary 7.7. Note that the assumptions of the next theorem allow certain classes of unbounded functions \( \alpha \); cf. Remark 7.8.

**Theorem 8.4.** Let \( \alpha \) be a measurable complex-valued function such that

\[ \alpha \varphi \in H^{1/2}(\Sigma) \quad \text{for all } \varphi \in H^1(\Sigma), \quad (8.8) \]

and that

\[ b := \text{sup}(\text{Re} \alpha) < \infty. \]

Then the Schrödinger operator with \( \delta \)-interaction of strength \( \alpha \) supported on \( \Sigma \),

\[ A_{[\alpha]} f = (-\Delta f_+) \oplus (-\Delta f_-), \]

\[ \text{dom } A_{[\alpha]} = \left\{ f \in H^2(\mathbb{R}^n \setminus \Sigma) \cap H^1(\mathbb{R}^n) : \frac{\partial f_+}{\partial \nu_+}|_\Sigma + \frac{\partial f_-}{\partial \nu_-}|_\Sigma = \alpha f|_\Sigma \right\}, \quad (8.9) \]

in \( L^2(\mathbb{R}^n) \) is m-sectorial, one has \( \sigma(A_{[\alpha]}) \subset \overline{W(A_{[\alpha]})} \), the resolvent formula
holds for all $\lambda \in \rho(A_{[\alpha]}) \setminus \mathbb{R}_+$, and the following assertions are true.

(i) $A_{[\alpha]} = A_{[\alpha]}^*$.

(ii) If $\alpha$ is real-valued, then $A_{[\alpha]}$ is self-adjoint and bounded from below. If $\text{Im}(\alpha(s)) \geq 0$ ($\leq 0$, respectively) for almost all $s \in \Sigma$, then $A_{[\alpha]}$ is maximal accumulative (maximal dissipative, respectively).

Moreover, the following spectral enclosures hold.

(iii) If $b \leq 0$, then $(-\infty, 0) \subset \rho(A_{[\alpha]})$.

(iv) If $\text{Im} \alpha$ is bounded and $b > 0$, then for each $\mu < 0$ there exists $C > 0$ such that for each $\xi < \mu - (Cb)^2$,

$$W(A_{[\alpha]}) \subset \left\{ z \in \mathbb{C} : \text{Re} \, z \geq \mu - (Cb)^2, \, |\text{Im} \, z| \leq \frac{2C \| \text{Im} \, \alpha \|_{\infty}}{1 - \frac{C_b}{(\mu - \xi)^{1/2}}} \right\}.$$ 

(v) If $\text{Im} \alpha$ is bounded and $b \leq 0$, then for each $\mu < 0$ there exists $C > 0$ such that

$$W(A_{[\alpha]}) \subset \left\{ z \in \mathbb{C} : \text{Re} \, z \geq 0, \, |\text{Im} \, z| \leq \frac{2C \| \text{Im} \, \alpha \|_{\infty}}{(\text{Re} \, z - \mu)^{1/2} - Cb} \right\}.$$ 

(vi) If $\alpha$ is bounded, then for each $w_0 < 0$, $\nu \in (0, \pi)$ and $\beta \in (0, \frac{\pi}{2})$ there exists $C > 0$ such that

$$\sigma(A_{[\alpha]}) \cap U_{w_0, \nu} \subset \left\{ z \in U_{w_0, \nu} : \text{dist}(z, \mathbb{R}_+) \leq (C \| \alpha \|_{\infty})^{1/\beta} \right\},$$

where $U_{w_0, \nu}$ is defined in (6.2).

Let us illustrate the obtained spectral estimates in an example.

**Example 8.5.** Consider the case

$$\Omega_{\pm} = \mathbb{R}^n_{\pm} = \{ x = (x', x_n)^\top \in \mathbb{R}^n : x' \in \mathbb{R}^{n-1}, \pm x_n > 0 \},$$

that is, $\Sigma = \{(x', 0)^\top : x' \in \mathbb{R}^{n-1}\}$, which we identify with $\mathbb{R}^{n-1}$. It follows from (8.7) and (7.22) that

$$\overline{M(\lambda)} = \frac{1}{2} (-\Delta_{\mathbb{R}^{n-1}} - \lambda)^{-1/2}, \quad \lambda \in \mathbb{C} \setminus [0, \infty),$$

and hence
\[ \|M(\lambda)\| = \frac{1}{2\sqrt{\text{dist}(\lambda, \mathbb{R}_+) - 1}}, \quad \lambda \in \mathbb{C} \setminus [0, \infty). \]

In particular, the estimate (5.11) is satisfied with \( \mu = 0 \) and \( C = 1/2 \). In analogy to Example 7.10, this observation can be used to obtain several better enclosures for the spectrum and numerical range of the operator \( A_{[\alpha]} \). Let \( \alpha \) satisfy the conditions of Theorem 8.4 and let \( \text{Im} \alpha \) be bounded. If \( b > 0 \), then for every \( \xi < -b^2/4 \) one has

\[ W(A_{[\alpha]}) \subset \left\{ z \in \mathbb{C}: \text{Re} \, z \geq -\frac{b^2}{4}, \ |\text{Im} \, z| \leq \frac{\|\text{Im} \alpha\|_{\infty}}{1 - \frac{b}{2\sqrt{|\xi|}}} (\text{Re} \, z - \xi)^{1/2} \right\}. \]

If \( b \leq 0 \), then

\[ W(A_{[\alpha]}) \subset \left\{ z \in \mathbb{C}: \text{Re} \, z > 0, \ |\text{Im} \, z| \leq \frac{\|\text{Im} \alpha\|_{\infty} \text{Re} \, z}{(\text{Re} \, z)^{1/2} - b/2} \right\} \cup \{0\}. \]

If, in addition, \( \alpha \) is bounded, then by Proposition 5.9 (a) with \( G = \mathbb{C} \setminus \mathbb{R}_+ \) the spectrum of \( A_{[\alpha]} \) satisfies the enclosure

\[ \sigma(A_{[\alpha]}) \subset \left\{ z \in \mathbb{C} : \text{dist}(z, \mathbb{R}_+) \leq \frac{1}{4}\|\alpha\|_{\infty}^2 \right\}. \]

We now have a closer look at the special case of a compact hypersurface \( \Sigma \) and bounded \( \alpha \). For this case certain refined bounds for the function \( M \) from the recent work [75] are available and can be combined with the results in the abstract part of this paper in order to obtain the spectral bounds for \( A_{[\alpha]} \) that are contained in the next theorem. We remark that [75] contains further bounds in space dimension two and in the special case when \( \Omega_+ \) is a convex domain, which could be combined with our theorems; however, we do not include this in the next theorem.

**Theorem 8.6.** Let \( \Sigma \) be compact and let \( \alpha \in L^\infty(\Sigma) \) be a complex-valued function which satisfies (8.8). Then there exist constants \( C_1, C_2 > 0 \), which are independent of \( \alpha \), such that the spectrum of \( A_{[\alpha]} \) satisfies

\[ \sigma(A_{[\alpha]}) \setminus \mathbb{R}_+ \subset \mathbb{V}_{\alpha,C_1} \cap \mathbb{W}_{\alpha,C_2}, \quad (8.11) \]

where (see Fig. 4)

\[
\mathbb{V}_{\alpha,C_1} := \begin{cases} 
\{ z \in \mathbb{C} \setminus \{0\} : C_1\|\alpha\|_{\infty}(2 + |z|)^{-\frac{1}{4}} \ln(2 + |z|^{-1}) \geq 1 \}, & n = 2, \\
\{ z \in \mathbb{C} : C_1\|\alpha\|_{\infty}(2 + |z|)^{-\frac{1}{4}} \ln(2 + |z|) \geq 1 \}, & n \geq 3,
\end{cases}
\]

\[
\mathbb{W}_{\alpha,C_2} := \begin{cases} 
\{ z \in \mathbb{C} \setminus \{0\} : C_2\|\alpha\|_{\infty}(2 + |\text{Im} \sqrt{z}|)^{-\frac{1}{2}} \ln(2 + |z|^{-1}) \geq 1 \}, & n = 2, \\
\{ z \in \mathbb{C} : C_2\|\alpha\|_{\infty}(2 + |\text{Im} \sqrt{z}|)^{-\frac{1}{2}} \geq 1 \}, & n \geq 3.
\end{cases}
\]
Fig. 4. The sets $V_{\alpha,C_1}$ (blue) and $W_{\alpha,C_2}$ (yellow) in Theorem 8.6 for (a) $n = 2$ and (b) $n \geq 3$, respectively, where $C_1\|\alpha\|_{\infty} = C_2\|\alpha\|_{\infty} = 0.5$ in (a), and $C_1\|\alpha\|_{\infty} = 1.47$ and $C_2\|\alpha\|_{\infty} = 0.6$ in (b). (For interpretation of the colours in the figures, the reader is referred to the web version of this article.)

Proof. By [75, Theorems 1.2 and 1.3] there exist constants $C_1, C_2 > 0$ (the constants here differ from the ones in [75] by a factor $\frac{1}{2}$) such that

$$\|\alpha M(\lambda)\| \leq \begin{cases} C_1\|\alpha\|_{\infty}(2 + |\lambda|)^{-\frac{1}{4}} \ln(2 + |\lambda|^{-1}), & n = 2, \\ C_1\|\alpha\|_{\infty}(2 + |\lambda|)^{-\frac{1}{4}} \ln(2 + |\lambda|), & n \geq 3, \end{cases}$$

$$\|\alpha M(\lambda)\| \leq \begin{cases} C_2\|\alpha\|_{\infty}(2 + |\text{Im} \sqrt{\lambda}|)^{-\frac{1}{2}} \ln(2 + |\lambda|^{-1}), & n = 2, \\ C_2\|\alpha\|_{\infty}(2 + |\text{Im} \sqrt{\lambda}|)^{-\frac{1}{2}}, & n \geq 3, \end{cases}$$

hold for all $\lambda \in \mathbb{C} \setminus \mathbb{R}_+$. Thanks to condition (8.8) we can view the multiplication with $\alpha$ as an operator in $L^2(\Sigma)$ with domain $H^1(\Sigma)$ and range contained in $H^{1/2}(\Sigma)$. Hence, by Theorem 4.1, any point $\lambda \in \mathbb{C} \setminus \mathbb{R}_+$ for which at least one of the above two upper bounds on $\|\alpha M(\lambda)\|$ is strictly less than one belongs to the resolvent set of $A_{[\alpha]}$. Thus, the enclosure in (8.11) follows.

Furthermore, we obtain certain Schatten–von Neumann estimates for the difference of the resolvents of $A_{[\alpha]}$ and the free Laplacian. They are analogues of the first and the third estimates in Theorem 7.11, and the proofs are analogous, where one uses the relations

$$\gamma(\lambda)^* \in \mathcal{S}_p(L^2(\mathbb{R}^n), L^2(\Sigma)) \quad \text{for all } p > \frac{2(n - 1)}{3}$$

and

$$M(\lambda)^{-1}\gamma(\lambda)^* \in \mathcal{S}_q(L^2(\mathbb{R}^n), L^2(\Sigma)) \quad \text{for all } q > 2(n - 1).$$
Theorem 8.7. Let all assumptions of Theorem 8.4 be satisfied. Moreover, assume that \( \Sigma \) is compact. Then

\[
(A_{[\alpha]} - \lambda)^{-1} - (-\Delta_{\mathbb{R}^n} - \lambda)^{-1} \in \mathcal{G}_p(L^2(\mathbb{R}^n)) \quad \text{for all} \; p > \frac{2(n-1)}{3}
\]  

and all \( \lambda \in \rho(A_{[\alpha]}) \). If, in addition, \( \alpha \) is bounded, then

\[
(A_{[\alpha]} - \lambda)^{-1} - (-\Delta_{\mathbb{R}^n} - \lambda)^{-1} \in \mathcal{G}_p(L^2(\mathbb{R}^n)) \quad \text{for all} \; p > \frac{n-1}{3}
\]

and all \( \lambda \in \rho(A_{[\alpha]}) \).

Remark 8.8. In the same way as in Remark 7.12, we can reformulate Theorem 8.7 for weak Schatten–von Neumann classes. In this setting the endpoints for the intervals of admissible values of \( p \) can be included in both (8.12) and (8.13); cf. [26, Section 4.2].

Remark 8.9. In the case of a real, bounded coefficient \( \alpha \), in space dimensions 2 and 3 the previous theorem can be used in order to derive existence and completeness of wave operators for the scattering pair \( \{A_{[\alpha]}, -\Delta_{\mathbb{R}^n}\} \). In space dimension 2, the same is true for certain unbounded \( \alpha \); cf. Example 7.9. Let us also mention [118] where Schatten–von Neumann properties were proved for certain \( \delta \)-interactions with unbounded real-valued coefficients.

Finally, in the last theorem of this section we show that in two space dimensions for \( \|\alpha\|_\infty \) small enough the spectrum of \( A_{[\alpha]} \) outside \( [0, \infty) \) is contained in a disc with radius that converges to 0 exponentially as \( \|\alpha\|_\infty \to 0 \) and that in higher dimensions \( A_{[\alpha]} \) has no spectrum outside \( [0, \infty) \) if \( \|\alpha\|_\infty \) is small enough. The result in two dimensions agrees well with the asymptotic expansion in [99] in the self-adjoint setting. Related conditions for absence of non-real eigenvalues in higher dimensions for Schrödinger operators with complex-valued regular potentials can be found in [70,71]. In the self-adjoint setting absence of negative eigenvalues for \( \|\alpha\|_\infty \) small enough is also a consequence of the Birman–Schwinger bounds in [37]; see also [63].

Theorem 8.10. Let \( \Sigma \) be compact and let \( \alpha \in L^\infty(\Sigma) \) be a complex-valued function that satisfies (8.8). Then \( \sigma_{\text{ess}}(A_{[\alpha]}) = [0, \infty) \), and the following statements hold.

(i) Let \( n = 2 \) and let \( C_1 > 0 \) be as in Theorem 8.6. If \( 0 < \|\alpha\|_\infty \leq \frac{1}{2C_1 \ln 2} \), then

\[
\sigma(A_{[\alpha]}) \setminus \mathbb{R}_+ \subset \left\{ z \in \mathbb{C} : |z| \leq 2 \exp\left( -\frac{1}{C_1 \|\alpha\|_\infty} \right) \right\}.
\]

(ii) Let \( n \geq 3 \). There exists \( \varepsilon = \varepsilon(\Sigma) > 0 \) such that \( \sigma(A_{[\alpha]}) = \sigma(-\Delta_{\mathbb{R}^n}) = [0, \infty) \) if \( \|\alpha\|_\infty < \varepsilon \).
Proof. The statement about the essential spectrum follows directly from Theorem 8.7.

(i) Assume that $0 < \|\alpha\|_\infty \leq \frac{1}{2C_1 \ln 2}$ and let $z \in \sigma(A_{[\alpha]}) \setminus [0, \infty)$. It follows from Theorem 8.6 that $z \in \mathcal{V}_{\alpha,C_1}$ and hence

$$C_1 \|\alpha\|_\infty \ln(2 + |z|^{-1}) \geq C_1 \|\alpha\|_\infty (2 + |z|)^{-1/4} \ln(2 + |z|^{-1}) \geq 1,$$

which implies that

$$|z| \leq \frac{1}{\exp\left(\frac{1}{C_1 \|\alpha\|_\infty}\right) - 2} = \frac{\exp\left(-\frac{1}{C_1 \|\alpha\|_\infty}\right)}{1 - 2 \exp\left(-\frac{1}{C_1 \|\alpha\|_\infty}\right)} \leq 2 \exp\left(-\frac{1}{C_1 \|\alpha\|_\infty}\right).$$

(ii) Since the maximum of the function $g(t) = t^{-1/4} \ln t$, $t \in [2, \infty)$ is $\frac{4}{e}$ (attained at $t = e^4$), it follows that

$$(2 + |z|)^{-1/4} \ln(2 + |z|) \leq \frac{4}{e} \quad \text{for all } z \in \mathbb{C}.$$ 

If

$$\|\alpha\|_\infty < \varepsilon := \frac{e}{4C_1},$$

then

$$C_1 \|\alpha\|_\infty (2 + |z|)^{-1/4} \ln(2 + |z|) < 1$$

for every $z \in \mathbb{C}$, and Theorem 8.6 implies that $\sigma(A_{[\alpha]}) \setminus [0, \infty) = \emptyset$. Together with the relation $\sigma_{\text{ess}}(A_{[\alpha]}) = [0, \infty)$ this shows that $\sigma(A_{[\alpha]}) = [0, \infty)$.

9. Infinitely many point interactions on the real line

In this section we provide applications of the results in Section 5 to Hamiltonians with non-local, non-Hermitian interactions supported on a discrete set of points $X = \{x_n : n \in \mathbb{Z}\}$, where $(x_n)$ is a strictly increasing sequence of real numbers. The investigation of such Hamiltonians has been initiated almost a century ago in [105] for periodically distributed, local, Hermitian point $\delta$-interactions. Classical results are summarized in the monograph [7]; see also the references therein and [97,102]. More recently, non-Hermitian interactions attracted attention (see [6,9]) and also non-local interactions were studied; see [9,107].

Throughout this section we make the assumption

$$d := \inf_{n \in \mathbb{Z}} (x_{n+1} - x_n) > 0; \quad (9.1)$$
in particular, the sequence \((x_n)\) does not have a finite accumulation point. We remark that this assumption can be avoided by using the methods of [8,101], but we do not focus on this here.

For each interval \(I_n := (x_n, x_{n+1})\) we denote by \(H^2(I_n)\) the usual Sobolev space on \(I_n\) of second order. Moreover, we set \(f_n := f|_{I_n}\) for \(f \in L^2(\mathbb{R})\) and introduce

\[
H^2(\mathbb{R} \setminus X) := \left\{ f \in L^2(\mathbb{R}) : f_n \in H^2(I_n) \text{ for all } n \in \mathbb{Z}, \sum_{n \in \mathbb{Z}} \|f_n\|_{H^2(I_n)}^2 < \infty \right\},
\]
equipped with the norm

\[
\|f\|_{H^2(\mathbb{R} \setminus X)}^2 := \sum_{n \in \mathbb{Z}} \|f_n\|_{H^2(I_n)}^2, \quad f \in H^2(\mathbb{R} \setminus X). \tag{9.2}
\]

In order to construct a boundary triple which is suitable for the parameterization of Hamiltonians with interactions supported on \(X\), we define operators \(S\) and \(T\) in \(L^2(\mathbb{R})\) by

\[
S f = -f'' \quad \text{on } \mathbb{R} \setminus X, \quad \text{dom } S = \{ f \in H^2(\mathbb{R}) : f(x_n) = 0 \text{ for all } n \in \mathbb{Z} \}, \tag{9.3}
\]
and

\[
T f = -f'' \quad \text{on } \mathbb{R} \setminus X, \quad \text{dom } T = H^2(\mathbb{R} \setminus X) \cap H^1(\mathbb{R}), \tag{9.4}
\]
that is, \(\text{dom } T\) consists of all \(f \in H^2(\mathbb{R} \setminus X)\) such that \(f_{n-1}(x_n) = f_n(x_n)\) for all \(n \in \mathbb{Z}\). Moreover, for \(f \in \text{dom } T\) we define

\[
\Gamma_0 f = (f'_n(x_n) - f'_{n-1}(x_n))_{n \in \mathbb{Z}} \quad \text{and} \quad \Gamma_1 f = (-f(x_n))_{n \in \mathbb{Z}}. \tag{9.5}
\]

In fact, \(\Gamma_0\) and \(\Gamma_1\) are boundary mappings for an ordinary boundary triple, as the following proposition shows; see also [100, Proposition 7 (i)] where a very similar boundary triple was constructed.

**Proposition 9.1.** The operator \(S\) in (9.3) is closed, symmetric and densely defined with \(S^* = T\) for \(T\) in (9.4), and the triple \(\{\ell^2(\mathbb{Z}), \Gamma_0, \Gamma_1\}\) is an ordinary boundary triple for \(S^*\) with the following properties.

(i) \(A_0 = S^* \upharpoonright \ker \Gamma_0\) is given by

\[
A_0 f = -f'', \quad \text{dom } A_0 = H^2(\mathbb{R}), \tag{9.6}
\]
and \(A_1 = S^* \upharpoonright \ker \Gamma_1\) is given by

\[
A_1 f = -f'' \quad \text{on } \mathbb{R} \setminus X, \quad \text{dom } A_1 = \{ f \in H^2(\mathbb{R} \setminus X) \cap H^1(\mathbb{R}) : f(x_n) = 0 \text{ for all } n \in \mathbb{Z} \}. \tag{9.7}
\]
(ii) For \( \lambda \in \mathbb{C} \setminus \mathbb{R}_+ \) the associated \( \gamma \)-field acts as

\[
(\gamma(\lambda)\xi)(x) = \frac{-i}{2\sqrt{\lambda}} \sum_{n \in \mathbb{Z}} e^{i\sqrt{\lambda}|x_n-x|} \xi_n, \quad x \in \mathbb{R}, \quad \xi = (\xi_n) \in \ell^2(\mathbb{Z}), \quad (9.8)
\]

and the associated Weyl function satisfies

\[
M(\lambda)\xi = \left( \frac{i}{2\sqrt{\lambda}} \sum_{n \in \mathbb{Z}} e^{i\sqrt{\lambda}|x_n-x_n|} \xi_n \right)_{m \in \mathbb{Z}}, \quad \xi = (\xi_n) \in \ell^2(\mathbb{Z}). \quad (9.9)
\]

**Proof.** Let us first check that \( \Gamma_0 \) and \( \Gamma_1 \) are well-defined mappings from \( \text{dom} \, T \) to \( \ell^2(\mathbb{Z}) \). For this we make use of the following estimate, which can be found in, e.g. [106, Lemma 8]: if \([a, b] \) is a compact interval then for each \( l \in (0, b - a) \) one has

\[
|f(a)|^2 \leq 2 \ell \|f\|^2_{L^2(a, b)} + l \|f'|^2_{L^2(a, b)} \text{ for all } f \in H^1(a, b). \quad (9.10)
\]

The same estimate holds for \(|f(a)|^2\) replaced by \(|f(b)|^2\). From (9.1) we obtain that \( d \in (0, x_{n+1} - x_n] \) for each \( n \in \mathbb{Z} \), and (9.10) yields

\[
\sum_{n \in \mathbb{Z}} |f(x_n)|^2 \leq \frac{2}{d} \sum_{n \in \mathbb{Z}} \|f_n\|^2_{L^2(I_n)} + d \sum_{n \in \mathbb{Z}} \|f'_n\|^2_{L^2(I_n)} < \infty
\]

for all \( f \in \text{dom} \, T \subset H^1(\mathbb{R}) \). Hence \( \Gamma_1 f \in \ell^2(\mathbb{Z}) \) for all \( f \in \text{dom} \, T \). Similarly, using (9.10) for \( f \) replaced by \( f' \) we get \( \Gamma_0 f \in \ell^2(\mathbb{Z}) \) for all \( f \in \text{dom} \, T \).

To show that \( \{\ell^2(\mathbb{Z}), \Gamma_0, \Gamma_1\} \) is a boundary triple for \( S^* \), let us verify the conditions of Theorem 2.3. In fact, it is clear that \( T \mid \ker \Gamma_0 \) is given by the operator \( A_0 \) in (9.6), which is self-adjoint. Moreover, for all \( f, g \in \text{dom} \, T \) we have

\[
(Tf, g)_{L^2(\mathbb{R})} - (f, Tg)_{L^2(\mathbb{R})} = \sum_{n \in \mathbb{Z}} \left( -f''_n, g_n \right)_{L^2(I_n)} - (f_n, -g''_n)_{L^2(I_n)}
\]

\[
= \sum_{n \in \mathbb{Z}} \left( f'_n(x_n)g(x_n) - f'_n(x_{n+1})g(x_{n+1}) \right)
\]

\[
- \sum_{n \in \mathbb{Z}} \left( f(x_n)g''(x_n) - f(x_{n+1})g''(x_{n+1}) \right)
\]

\[
= \sum_{n \in \mathbb{Z}} \left( f'_n(x_n) - f'_{n-1}(x_n) \right)g(x_n) - \sum_{n \in \mathbb{Z}} f(x_n) \left( g''(x_n) - g''_{n-1}(x_n) \right)
\]

\[
= (\Gamma_1 f, \Gamma_0 g)_{\ell^2(\mathbb{Z})} - (\Gamma_0 f, \Gamma_1 g)_{\ell^2(\mathbb{Z})}.
\]

Furthermore, the pair of mappings \( (\Gamma_0, \Gamma_1)^T : \text{dom} \, T \to \ell^2(\mathbb{Z}) \times \ell^2(\mathbb{Z}) \) has a dense range since it can be checked easily that all pairs of unit sequences \( \{e_j, e_k\}, j, k \in \mathbb{Z}, \)
belong to the range. It follows from Theorem 2.3 that $S$ is closed with $S^* = \overline{T}$ and that \( \{\ell^2(\mathbb{Z}), \Gamma_0, \Gamma_1\} \) is a quasi boundary triple for $S^*$.

In order to conclude that \( \{\ell^2(\mathbb{Z}), \Gamma_0, \Gamma_1\} \) is even an ordinary boundary triple, let us verify that the operator $T$ is closed. To this end define a mapping

$$K : H^2(\mathbb{R} \setminus X) \to \ell^2(\mathbb{Z}), \quad f \mapsto (f_n(x_n) - f_{n-1}(x_n))_{n \in \mathbb{Z}}.$$ 

For all $f \in H^2(\mathbb{R} \setminus X)$ we have

$$\|Kf\|_{\ell^2(\mathbb{Z})}^2 \leq 2 \sum_{n \in \mathbb{Z}} (|f_n(x_n)|^2 + |f_{n-1}(x_n)|^2)$$

$$\leq 2 \sum_{n \in \mathbb{Z}} \left( \frac{2}{d} \|f_n\|^2_{L^2(I_n)} + d\|f'_n\|^2_{L^2(I_n)} + \frac{2}{d} \|f_{n-1}''\|^2_{L^2(I_{n-1})} + d\|f'_{n-1}\|^2_{L^2(I_{n-1})} \right)$$

$$\leq 2 \max \left\{ \frac{4}{d}, 2d \right\} \sum_{n \in \mathbb{Z}} \|f_n\|^2_{H^2(I_n)},$$

where we have used (9.10) with $l = d$. Therefore $K$ is a bounded operator and, hence, its kernel, which equals $\text{dom} \ T$, is closed in $H^2(\mathbb{R} \setminus X)$. Equivalently, $\text{dom} \ T$ equipped with the norm of $H^2(\mathbb{R} \setminus X)$ is complete. It follows from [129, Satz 6.24], its proof and (9.1) that for each $\varepsilon > 0$ there exists $C(\varepsilon) > 0$ such that for all $n \in \mathbb{Z}$ one has

$$\|f_n''\|^2_{L^2(I_n)} \leq \varepsilon |f_n''|_{L^2(I_n)}^2 + C(\varepsilon) \|f_n\|^2_{L^2(I_n)}, \quad f_n \in H^2(I_n).$$

This implies that $\text{dom} \ T$ is also complete when equipped with the graph norm of $T$, that is, $T$ is a closed operator. Hence \( \{\ell^2(\mathbb{Z}), \Gamma_0, \Gamma_1\} \) is an ordinary boundary triple for $S^*$.

The remaining assertion (9.7) in (i) is obvious. For the assertions in (ii) let $\lambda \in \mathbb{C} \setminus [0, \infty)$. According to [129, Satz 11.26] or [127, page 190] we have

$$((A_0 - \lambda)^{-1}f)(y) = \frac{i}{2\sqrt{\lambda}} \int_{\mathbb{R}} e^{i\sqrt{\lambda}|y-x|} f(x) \, dx, \quad y \in \mathbb{R}, \ f \in L^2(\mathbb{R}).$$

Hence for each compactly supported $f \in L^2(\mathbb{R})$ and each $\xi = \{\xi_n\}_{n \in \ell^2(\mathbb{Z})}$ we obtain from (2.3) and the definition of $\Gamma_1$ that

$$(f, \gamma(\lambda)\xi)_{L^2(\mathbb{R})} = (\gamma(\lambda)^*f, \xi)_{\ell^2(\mathbb{Z})} = (\Gamma_1(A_0 - \overline{\lambda})^{-1}f, \xi)_{\ell^2(\mathbb{Z})}$$

$$= \sum_{n \in \mathbb{Z}} \left( -\frac{i}{2\sqrt{\lambda}} \int_{\mathbb{R}} e^{i\sqrt{\lambda}|x_n-x|} f(x) \, dx \right) \overline{\xi_n}$$

$$= \int_{\mathbb{R}} f(x) \left( \frac{-i}{2\sqrt{\lambda}} \sum_{n \in \mathbb{Z}} e^{i\sqrt{\lambda}|x_n-x|} \xi_n \right) \, dx,$$
where we have used that $i\sqrt{\lambda} = i\sqrt{\lambda}$. This proves (9.8). With the definition of $\Gamma_1$ also relation (9.9) follows. □

Next we use the representation of the Weyl function in (9.9) to estimate its norm.

Lemma 9.2. The Weyl function associated with the boundary triple in Proposition 9.1 satisfies

$$\|M(\lambda)\| \leq \frac{\coth\left(\frac{d}{2} \text{Im} \sqrt{\lambda}\right)}{2\sqrt{|\lambda|}} \quad (9.11)$$

for all $\lambda \in \mathbb{C} \setminus [0, \infty)$. In particular, the following estimates hold.

(i) For each $\mu < 0$,

$$\|M(\lambda)\| \leq \frac{\coth\left(\frac{d}{2} \sqrt{-\mu}\right)}{2(\mu - \lambda)^{1/2}} \quad \text{for all } \lambda < \mu.$$  

(ii) For each $w_0 < 0$ and each $\nu \in (0, \pi)$ we have

$$\|M(\lambda)\| \leq \frac{\coth(J_0)}{2\sqrt{|\lambda|}} \quad \text{for all } \lambda \in \mathbb{U}_{w_0,\nu}, \quad (9.12)$$

where $J_0 = J_0(w_0, \nu) := \frac{d}{2} \sqrt{|w_0| \sin \nu \sin\left(\frac{\nu}{2}\right)} > 0$ and $\mathbb{U}_{w_0,\nu}$ is defined in (6.2).

Proof. Recall that for $\lambda \in \mathbb{C} \setminus [0, \infty)$ the operator $M(\lambda)$ has the explicit representation (9.9). In order to estimate its norm, we make use of the Schur test; see, e.g. [129, Korollar 6.7]. For this note that $|x_n - x_m| \geq |n - m|d$ holds for all $n, m \in \mathbb{Z}$ and, thus,

$$\sup_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} |e^{i\sqrt{\lambda}|x_n - x_m|}| = \sup_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} e^{-\text{Im} \sqrt{\lambda}|x_n - x_m|} \leq \sup_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} e^{-\text{Im} \sqrt{\lambda}|n - m|d}$$

$$= \sum_{n \in \mathbb{Z}} e^{-\text{Im} \sqrt{\lambda}|n|d} = 1 + e^{-\text{Im} \sqrt{\lambda}d} - e^{-\text{Im} \sqrt{\lambda}d} = \coth\left(\frac{d}{2} \text{Im} \sqrt{\lambda}\right).$$

Since the last term is finite and the same estimate holds by symmetry when the roles of $m$ and $n$ are interchanged, the Schur test can be applied and yields (9.11).

The statement (i) is a direct consequence of the estimate in (9.11) and the monotonicity properties of the function $\coth$. For the remaining statement (ii) we calculate

$$J_0 = J_0(w_0, \nu) := \frac{d}{2} \min\{\text{Im} \sqrt{\lambda} : \lambda \in \mathbb{U}_{w_0,\nu}\}. \quad (9.13)$$

By symmetry it is clear that it suffices to consider $\lambda \in \mathbb{U}_{w_0,\nu}$ with $\text{Im} \lambda \geq 0$. Since the function $\mathbb{C} \setminus \{0\} \ni \lambda \mapsto \text{Im} \sqrt{\lambda}$ has no local extremum, the minimum in (9.13) will be
attained on the boundary of $\mathbb{U}_{w_0,\nu}$. Let us first consider the case when $\nu \in (0, \pi/2)$. Writing $\lambda = x + iy$ with $x, y \in \mathbb{R}$, for $\lambda \in \partial \mathbb{U}_{w_0,\nu}$ with $\text{Im} \lambda \geq 0$ we have

$$\text{Im} \sqrt{\lambda} = \text{Im} \sqrt{x + iy} \geq \sqrt[4]{x^2 + y^2} \sin \left(\frac{\nu}{2}\right)$$

(9.14)

$$= \sqrt[4]{x^2 + \tan^2 \nu \cdot (x - w_0)^2} \sin \left(\frac{\nu}{2}\right),$$

and the right-hand side will be minimal if and only if $x^2 + \tan^2 \nu \cdot (x - w_0)^2$ is minimal. The latter happens for $x = (w_0 \tan^2 \nu) / (1 + \tan^2 \nu)$. Plugging this into (9.14) and using elementary trigonometric identities we obtain the claimed expression for $J_0$. The case $\nu \in (\pi/2, \pi)$ can be treated analogously with $\tan \nu$ replaced by $\tan(\pi - \nu)$, and for $\nu = \pi/2$ we have

$$\text{Im} \sqrt{\lambda} \geq \sqrt[4]{w_0^2 + y^2} \sin \left(\frac{\pi}{4}\right) \geq \sqrt{|w_0|} \sin \left(\frac{\pi}{4}\right). \quad \Box$$

We are now able to formulate consequences of the results in Section 5. The assertions of the next theorem follow directly from Lemma 9.2 in combination with Corollary 5.7, Proposition 5.9 (a), [56, Proposition 1.4 (i)] and the fact that $\{\ell^2(\mathbb{Z}), \Gamma_0, \Gamma_1\}$ is an ordinary boundary triple.

**Theorem 9.3.** Let $B$ be a closed operator in $\ell^2(\mathbb{Z})$. Then the operator $A_{[B]}$

$$A_{[B]} f = -f'' \quad \text{on} \ \mathbb{R} \setminus X,$$

$$\text{dom} A_{[B]} = \{f \in H^2(\mathbb{R} \setminus X) \cap H^1(\mathbb{R}) : \Gamma_0 f = B\Gamma_1 f\},$$

(9.15)

in $L^2(\mathbb{R})$ is closed, the resolvent formula

$$(A_{[B]} - \lambda)^{-1} = (A_0 - \lambda)^{-1} + \gamma(\lambda)(I - BM(\lambda))^{-1} B\gamma(\lambda)^*$$

holds for all $\lambda \in \rho(A_{[B]}) \cap \rho(A_0)$ and the following assertions are true.

(i) If $B$ is self-adjoint, then $A_{[B]}$ is self-adjoint. If $B$ is maximal dissipative (maximal accumulative, respectively), then $A_{[B]}$ is maximal accumulative (maximal dissipative, respectively).

(ii) $A_{[B^*]} = A_{[B]}^*.$

Assume, additionally, that $B \in \mathcal{B}(\ell^2(\mathbb{Z}))$ and let $b \in \mathbb{R}$ be such that

$$\text{Re}(B\zeta, \zeta)_{\ell^2(\mathbb{Z})} \leq b\|\zeta\|^2_{\ell^2(\mathbb{Z})} \quad \text{for all} \ \zeta \in \ell^2(\mathbb{Z}).$$

Then the operator $A_{[B]}$ is $m$-sectorial; in particular the inclusion $\sigma(A_{[B]}) \subset \overline{W(A_{[B]})}$ holds, and for any $\mu < 0$ and $C := \frac{1}{2} \coth\left(\frac{d}{2\sqrt{-\mu}}\right)$ the following assertions are true.
(a) If $b > 0$, then for every $\xi < \mu - (Cb)^2$,

$$W(A_{[B]}) \subset \left\{ z \in \mathbb{C} : \text{Re} \, z \geq \mu - (Cb)^2, \ |\text{Im} \, z| \leq K_\xi(\text{Re} \, z - \xi)^{1/2} \right\},$$

where

$$K_\xi = \frac{2C\|\text{Im} \, B\|}{1 - \frac{Cb}{(\mu - \xi)^{1/2}}}.$$

(b) If $b \leq 0$, then

$$W(A_{[B]}) \subset \left\{ z \in \mathbb{C} : \text{Re} \, z \geq 0, \ |\text{Im} \, z| \leq \frac{2C\|\text{Im} \, B\|(\text{Re} \, z - \mu)}{(\text{Re} \, z - \mu)^{1/2} - Cb} \right\}.$$

(c) For any $w_0 < 0$ and each $\nu \in (0, \pi)$

$$\sigma(A_{[B]}) \cap U_{w_0, \nu} \subset \left\{ z \in U_{w_0, \nu} : \text{dist}(z, \mathbb{R}_+) \leq \frac{1}{4} \coth^2(J_0)\|B\|^2 \right\},$$

where $U_{w_0, \nu}$ is defined in (6.2) and $J_0 = \frac{d}{2}\sqrt{|w_0|\sin \nu \sin(\frac{\nu}{2})}$.

Finally, we remark that the class of Hamiltonians under consideration in this section includes Schrödinger operators in $L^2(\mathbb{R})$ with local point $\delta$-interactions supported on the set $X$, with possibly non-real coupling constants. Such operators are obtained by choosing $B = \text{diag}(\alpha_n)$ with $\alpha_n \in \mathbb{C}$ for $n \in \mathbb{Z}$. The constant $\alpha_n$ can be viewed as intensity (or strength) of the point $\delta$-interaction supported on $x_n$; cf. [7, Chapter III.2].

10. Quantum graphs with $\delta$-type vertex couplings

In this section we apply the results of the abstract part of this paper to Laplacians on metric graphs. For a survey on this actively developing field and references we refer the reader to the monograph [32] and the survey articles [31,104,106]. In the present section we consider the Laplacian on a finite, not necessarily compact metric graph, equipped with $\delta$ or more general non-self-adjoint vertex couplings; for further recent work on non-self-adjoint quantum graphs see [89,90,126]. Furthermore, for the treatment of quantum graphs via boundary triples and similar techniques we refer to, e.g. [46,59, 61,109,120,123].

Let $G$ be a finite graph consisting of a finite set $V$ of vertices and a finite set $E$ of edges, where we allow infinite edges, i.e. edges ‘connecting a vertex to a point $\infty$’. Without loss of generality we assume that there are no vertices of degree 0, i.e. each vertex belongs to at least one edge, and that $G$ does not contain loops, i.e. no edge connects a vertex to itself; this can always be achieved by introducing additional vertices to the graph. We equip each finite edge $e \in E$ with a length $L(e) > 0$ and identify it with
the interval \([0, L(e)]\). Moreover, we identify each infinite edge with the interval \([0, \infty)\).

This identification gives rise to a natural metric on \(G\) and to a natural \(L^2\) space \(L^2(G)\) on \(G\). For a vertex \(v \in V\) and an edge \(e \in E\) we write \(v = o(e)\) or \(v = t(e)\) if \(e\) originates or terminates, respectively, at \(v\), and we occasionally simply write \(v \sim e\) if one of these two properties holds. For each vertex \(v\) we denote by \(\text{deg}(v)\) the vertex degree, that is, the number of edges which originate from or terminate at \(v\).

In \(\mathcal{H} = L^2(G)\) we consider the Laplace differential expression

\[ (-\Delta f)_e = -f''_e, \quad e \in E, \]

where \(f_e\) denotes the restriction of \(f\) to the edge \(e \in E\). In the following we write \(\tilde{H}^k(G) := \bigoplus_{e \in E} H^k(0, L(e)), \quad k = 1, 2, \ldots, \) for the orthogonal sum of the usual Sobolev spaces on the edges of \(G\). We say that a function \(f \in \tilde{H}^k(G)\) is continuous at a vertex \(v\) whenever \(v \sim e\) and \(v \sim \hat{e}\) imply that the values of \(f_e\) and \(f_{\hat{e}}\) at \(v\) coincide. We define

\[ H^1(G) := \{ f \in \tilde{H}^1(G) : f \text{ is continuous at each } v \in V \}. \]

Note that for \(f \in H^1(G)\) we can just write \(f(v)\) for the evaluation of \(f\) at a vertex \(v\). For \(f \in \tilde{H}^2(G)\) and a vertex \(v\) we write

\[ \partial_v f(v) := \sum_{t(e) = v} f'_e(L(e)) - \sum_{o(e) = v} f'_e(0). \]

In order to construct an ordinary boundary triple let us consider the operators

\[ S f = -\Delta f, \quad \text{dom} \ S = \{ f \in H^1(G) \cap \tilde{H}^2(G) : f(v) = \partial_v f(v) = 0 \text{ for all } v \in V \}, \quad (10.1) \]

and

\[ T f = -\Delta f, \quad \text{dom} \ T = H^1(G) \cap \tilde{H}^2(G), \quad (10.2) \]

in \(L^2(G)\). Moreover, we choose an enumeration \(V = \{v_1, \ldots, v_{|V|}\}\) of the vertex set \(V\) and define mappings \(\Gamma_0, \Gamma_1 : H^1(G) \cap \tilde{H}^2(G) \to \mathbb{C}^{|V|}\) by

\[ (\Gamma_0 f)_j = \partial_v f(v_j), \quad j = 1, \ldots, |V|, \quad f \in \text{dom} \ T. \]

\[ (\Gamma_1 f)_j = f(v_j), \]

The mappings \(\Gamma_0\) and \(\Gamma_1\) give rise to an ordinary boundary triple with finite-dimensional boundary space. The following proposition is a consequence of Theorem 2.3 and some elementary calculations. It can also be derived from \([60, \text{Lemma 2.14 and Theorem 2.16}]\). For the convenience of the reader we provide its proof below.
Proposition 10.1. The operator \( S \) in (10.1) is closed, symmetric and densely defined with
\[ S^* = T \text{ for } T \text{ in (10.2)}, \]
and the triple \( \{ C|V|, \Gamma_0, \Gamma_1 \} \) is an ordinary boundary triple for \( S^* \) with the following properties.

(i) \( A_0 := S^* \upharpoonright \ker \Gamma_0 \) coincides with the standard (or Kirchhoff) Laplacian
\[
-\Delta_G f = -\Delta f,
\]
\[
\text{dom}(-\Delta_G) = \left\{ f \in H^1(G) \cap \tilde{H}^2(G) : \partial_v f(v) = 0 \text{ for all } v \in V \right\},
\]
and \( A_1 := S^* \upharpoonright \ker \Gamma_1 \) coincides with the Dirichlet Laplacian
\[
-\Delta_D f = -\Delta f,
\]
\[
\text{dom}(-\Delta_D) = \left\{ f \in H^1(G) \cap \tilde{H}^2(G) : f(v) = 0 \text{ for all } v \in V \right\}.
\]

In particular, \( A_0 \) and \( A_1 \) are both self-adjoint and non-negative operators in \( L^2(G) \).

(ii) For \( \lambda \in \mathbb{C} \setminus \sigma(-\Delta_G) \), the corresponding \( \gamma \)-field is given by
\[
\gamma(\lambda) \begin{pmatrix} \partial_v f(v_1) \\ \vdots \\ \partial_v f(v_{|V|}) \end{pmatrix} = f,
\]
where \( f \in H^1(G) \cap \tilde{H}^2(G) \) is any function that satisfies \( -\Delta f = \lambda f \), and the corresponding Weyl function is given by
\[
M(\lambda) \begin{pmatrix} \partial_v f(v_1) \\ \vdots \\ \partial_v f(v_{|V|}) \end{pmatrix} = \begin{pmatrix} f(v_1) \\ \vdots \\ f(v_{|V|}) \end{pmatrix}.
\]

For each \( \lambda \in \mathbb{C} \setminus \left( \sigma(-\Delta_G) \cup \sigma(-\Delta_D) \right) \) we have
\[
(M(\lambda)^{-1})_{jk} = \begin{cases} \sqrt{\lambda} \sum_{e \sim v_j} \cot \left( \sqrt{\lambda} L(e) \right) & \text{if } j = k, \\ -i \sqrt{\lambda} \left| \{ e : o(e) = v_j, L(e) = \infty \} \right| & \text{if } j \neq k, \\ \sqrt{\lambda} \sum_{e \sim v_k} \frac{1}{\sin \left( \sqrt{\lambda} L(e) \right)} & \text{if } j \neq k. \end{cases}
\]

Proof. Let us verify the conditions of Theorem 2.3. Note first that \( T \upharpoonright \ker \Gamma_0 \) clearly equals the standard Laplacian (10.3), which is self-adjoint in \( L^2(G) \). Moreover, it can easily be seen by explicit construction that the pair \( (\Gamma_0, \Gamma_1)^\top : \text{dom} T \to \mathbb{C}^{|V|} \times \mathbb{C}^{|V|} \) is
surjective. Finally, let us verify the abstract Green identity. For \( f, g \in \text{dom} \, T \) integration by parts yields

\[
(Tf, g)_{L^2(G)} - (f, Tg)_{L^2(G)} = \sum_{e \in E} \left( \int_0^{L(e)} (-f''_e(x)) \overline{g_e(x)} \, dx - \int_0^{L(e)} f_e(x)(-g''_e(x)) \, dx \right)
\]

\[
= \sum_{e \in E} \left( \int_0^{L(e)} f'_e(x) \overline{g'_e(x)} \, dx - \int_0^{L(e)} f'_e(x) \overline{g'_e(x)} \, dx \right)
\]

\[
+ f'_e(0)g_e(0) - f'_e(L(e)) \overline{g_e(L(e))} - f_e(0)g'_e(0) + f_e(L(e)) \overline{g'_e(L(e))}
\]

\[
= \sum_{j=1}^{\vert V \vert} f(v_j) \left( \sum_{t(e) = v_j} g'_e(L(e)) |E| - \sum_{o(e) = v_j} g'_e(0) \right)
\]

\[
- \sum_{j=1}^{\vert V \vert} \left( \sum_{t(e) = v_j} f'_e(L(e)) - \sum_{o(e) = v_j} f'_e(0) \right) \overline{g(v_j)}
\]

\[
= (\Gamma_{1f}, \Gamma_0g)_{C^1 \vert V \vert} - (\Gamma_0f, \Gamma_1g)_{C^1 \vert V \vert}.
\]

From Theorem 2.3 it follows that \( S \) is closed, densely defined and symmetric with \( S^* = T \) and that \( \{C^1 \vert V \vert, \Gamma_0, \Gamma_1 \} \) is an ordinary boundary triple for \( T = S^* \). Assertion (i) and the identities (10.4), (10.5) are obvious from the definition of the mappings \( \Gamma_0, \Gamma_1 \).

It remains to verify the representation of \( M(\lambda)^{-1} \) in (10.6). To this end fix \( \lambda \in \mathbb{C} \setminus (\sigma(-\Delta_G) \cup \sigma(-\Delta_D)) \) and denote by \( m^\varepsilon(\lambda) \) the Dirichlet-to-Neumann map corresponding to the equation \( -f'' = \lambda f \) on the interval \([0, L(e)]\); if \( e \) is finite then \( m^\varepsilon(\lambda) \) is the matrix satisfying

\[
\begin{pmatrix}
  f'(0) \\
  -f'(L(e))
\end{pmatrix} =
\begin{pmatrix}
  m_{11}^\varepsilon(\lambda) & m_{12}^\varepsilon(\lambda) \\
  m_{21}^\varepsilon(\lambda) & m_{22}^\varepsilon(\lambda)
\end{pmatrix}
\begin{pmatrix}
  f(0) \\
  f(L(e))
\end{pmatrix}
\]

\[
= \begin{pmatrix}
  m_{11}^\varepsilon(\lambda)f(0) + m_{12}^\varepsilon(\lambda)f(L(e)) \\
  m_{21}^\varepsilon(\lambda)f(0) + m_{22}^\varepsilon(\lambda)f(L(e))
\end{pmatrix}
\]

(10.7)

for each \( f \in H^2(0, L(e)) \) with \( -f'' = \lambda f \); if \( e \) is infinite then \( m^\varepsilon(\lambda) \) is the scalar function satisfying

\[
f'(0) = m^\varepsilon(\lambda)f(0)
\]

(10.8)

for each \( f \in H^2(0, \infty) \) with \( -f'' = \lambda f \). Let us define the matrix \( \Lambda(\lambda) \) by
\begin{equation}
(\Lambda(\lambda))_{jk} = \begin{cases}
\sum_{o(\epsilon)=v_j}^{L(e)<\infty} m_{12}^e(\lambda) + \sum_{t(\epsilon)=v_j}^{L(e)<\infty} m_{22}^e(\lambda) + \sum_{o(\epsilon)=v_j}^{L(e)=\infty} m^e(\lambda), & j = k, \\
\sum_{o(\epsilon)=v_j}^{L(e)=\infty} m_{12}^e(\lambda) + \sum_{o(\epsilon)=v_k}^{L(e)=\infty} m_{21}^e(\lambda), & j \neq k.
\end{cases}
\tag{10.9}
\end{equation}

We show that \( \Lambda(\lambda) = -M(\lambda)^{-1} \). Indeed, let \( f \in \ker(T - \lambda) \). Then for \( j = 1, \ldots, |V| \) we have

\begin{align*}
(\Lambda(\lambda)\Gamma_1 f)_j &= \sum_{k=1}^{|V|} (\Lambda(\lambda))_{jk} f(v_k) \\
&= \sum_{k \neq j} \left( \sum_{o(\epsilon)=v_j}^{L(e)=\infty} m_{12}^e(\lambda) + \sum_{t(\epsilon)=v_k}^{L(e)=\infty} m_{21}^e(\lambda) \right) f(v_k) \\
&\quad + \left( \sum_{o(\epsilon)=v_j}^{L(e)<\infty} m_{11}^e(\lambda) + \sum_{t(\epsilon)=v_j}^{L(e)<\infty} m_{22}^e(\lambda) + \sum_{o(\epsilon)=v_j}^{L(e)=\infty} m^e(\lambda) \right) f(v_j) \\
&= \sum_{k \neq j} \left( \sum_{o(\epsilon)=v_j}^{L(e)=\infty} \left( m_{11}^e(\lambda) f(v_j) + m_{12}^e(\lambda) f(v_k) \right) \right) \\
&\quad + \sum_{o(\epsilon)=v_k}^{L(e)=\infty} \left( m_{21}^e(\lambda) f(v_k) + m_{22}^e(\lambda) f(v_j) \right) + \sum_{o(\epsilon)=v_j}^{L(e)=\infty} m^e(\lambda) f(v_j),
\end{align*}

where we have used that \( G \) does not contain loops. Taking (10.7) and (10.8) into account we obtain that

\begin{align*}
(\Lambda(\lambda)\Gamma_1 f)_j &= \sum_{k \neq j} \left( \sum_{o(\epsilon)=v_j}^{L(e)=\infty} f'_e(0) - \sum_{t(\epsilon)=v_k}^{L(e)=\infty} f'_e(L(\epsilon)) \right) + \sum_{o(\epsilon)=v_j}^{L(e)=\infty} f'_e(0) \\
&= \sum_{o(\epsilon)=v_j}^{L(e)=\infty} f'_e(0) - \sum_{t(\epsilon)=v_j}^{L(e)=\infty} f'_e(L(\epsilon)) = -(\Gamma_0 f)_j,
\end{align*}

which implies that \( \Lambda(\lambda) = -M(\lambda)^{-1} \). Note that \( m^e \) can be calculated explicitly and is given by the expressions

\begin{align*}
m^e(\lambda) &= \begin{cases}
\frac{\sqrt{\lambda}}{\sin(\sqrt{\lambda}L(\epsilon))} \begin{pmatrix}
-\cos(\sqrt{\lambda}L(\epsilon)) & 1 \\
1 & -\cos(\sqrt{\lambda}L(\epsilon))
\end{pmatrix}, & \text{if } L(e) < \infty, \\
i\frac{\sqrt{\lambda}}{\sin(\sqrt{\lambda}L(\epsilon))} \begin{pmatrix}
1 & 1 \\
1 & -\cos(\sqrt{\lambda}L(\epsilon))
\end{pmatrix}, & \text{if } L(e) = \infty.
\end{cases}
\end{align*}

Plugging these representations into (10.9) we arrive at (10.6). \( \square \)
The next lemma provides a decay property of the Weyl function.

**Lemma 10.2.** Let $M$ be the Weyl function corresponding to the boundary triple in Proposition 10.1. Then for each $w_0 < 0$ and $\nu \in (0, \pi)$ there exists $C = C(w_0, \nu) > 0$ such that

$$\|M(\lambda)\| \leq \frac{C}{\sqrt{|\lambda|}} \quad \text{for all } \lambda \in U_{w_0, \nu},$$

(10.10)

where $U_{w_0, \nu}$ is defined in (6.2).

**Proof.** Let $w_0 < 0$ and $\nu \in (0, \pi)$. If $|\lambda| \to \infty$ for $\lambda \in U_{w_0, \nu}$, then $\sqrt{\lambda} \to \infty$ within the sector $\{re^{i\varphi} : r > 0, \varphi \in (\nu/2, \pi - \nu/2)\}$. In particular, $\text{Im} \sqrt{\lambda}$ tends to $+\infty$, and thus

$$- \cot(\sqrt{\lambda}L(e)) \to i \quad \text{and} \quad \frac{1}{\sin(\sqrt{\lambda}L(e))} \to 0$$

for all $e$ as $|\lambda| \to \infty$, and the convergence is uniform in $U_{w_0, \nu}$. Hence it follows from (10.6) that

$$M(\lambda)^{-1} \to -\sqrt{\lambda} \text{diag}(\deg(v_1)i, \ldots, \deg(v_{|V|})i)$$

uniformly as $|\lambda| \to \infty$, $\lambda \in U_{w_0, \nu}$. It follows that

$$M(\lambda)^{-1}(M(\lambda)^{-1})^* \to |\lambda| \text{diag}(\deg(v_1)^2, \ldots, \deg(v_{|V|})^2)$$

(10.11)

uniformly as $|\lambda| \to \infty$, $\lambda \in U_{w_0, \nu}$. Let $C_1 > 1$ be arbitrary. Since the matrix $\text{diag}(\deg(v_1)^2, \ldots, \deg(v_{|V|})^2)$ is positive definite with smallest eigenvalue greater than or equal to 1, it follows from (10.11) that there exists $r_0 > 0$ such that the smallest eigenvalue of $M(\lambda)^{-1}(M(\lambda)^{-1})^*$ satisfies

$$\lambda_1(M(\lambda)^{-1}(M(\lambda)^{-1})^*) \geq \frac{|\lambda|}{C_1^2}$$

for all $\lambda \in U_{w_0, \nu}$ with $|\lambda| > r_0$. Thus we obtain that

$$\|M(\lambda)\| = \frac{1}{\sqrt{\lambda_1(M(\lambda)^{-1}(M(\lambda)^{-1})^*)}} \leq \frac{C_1}{\sqrt{|\lambda|}}$$

(10.12)

for all $\lambda \in U_{w_0, \nu}$ with $|\lambda| > r_0$. On the other hand, since $\lambda \mapsto \sqrt{|\lambda|}\|M(\lambda)\|$ is continuous on the compact set

$$U_{w_0, \nu}^0 := \{ \lambda \in U_{w_0, \nu} : |\lambda| \leq r_0 \},$$
there exists $C_2 > 0$ with

$$
\|M(\lambda)\| \leq \frac{C_2}{\sqrt{|\lambda|}}, \quad \lambda \in U_{w_0,\nu}^0.
$$

(10.13)

With $C := \max\{C_1, C_2\}$ the claim of the lemma follows from the inequalities (10.12) and (10.13). □

The assertions of the following theorem are direct consequences of Proposition 10.1, Lemma 10.2 and Corollary 5.7. For characterizations of self-adjoint vertex conditions for Laplacians on metric graphs we refer the reader to [45,103].

**Theorem 10.3.** Let $B \in \mathbb{C}^{|V| \times |V|}$. Then the operator

$$
A_{[B]}f = -\Delta f,
$$

$\text{dom } A_{[B]} = \left\{ f \in H^1(G) \cap \tilde{H}^2(G) : \begin{pmatrix} \partial_\nu f(v_1) \\ \vdots \\ \partial_\nu f(v_{|V|}) \end{pmatrix} = B \begin{pmatrix} f(v_1) \\ \vdots \\ f(v_{|V|}) \end{pmatrix} \right\},
$$

(10.14)

in $L^2(G)$ is m-sectorial, one has $\sigma(A_{[B]}) \subset \overline{W(A_{[B]})}$, the resolvent formula

$$(A_{[B]} - \lambda)^{-1} = (-\Delta_G - \lambda)^{-1} + \gamma(\lambda)(I - BM(\lambda))^{-1}B\gamma(\lambda)^*$$

holds for all $\lambda \in \rho(A_{[B]}) \cap \rho(-\Delta_G)$ and the following assertions are true.

(i) $A_{[B]}$ is self-adjoint if and only if the matrix $B$ is Hermitian. Moreover, $A_{[B]}$ is maximal dissipative (maximal accumulative, respectively) if and only if $B$ is accumulative (dissipative, respectively).

(ii) $A_{[B^*]} = A_{[B]}^*$.

Assume in addition that $b \in \mathbb{R}$ is chosen such that

$$
\text{Re}(B\xi, \xi) \leq b|\xi|^2 \quad \text{for all } \xi \in \mathbb{C}^{|V|}.
$$

Then the following spectral enclosures hold.

(a) If $b > 0$ then there exists $C > 0$ such that for each $\xi < -(Cb)^2$

$$
W(A_{[B]}) \subset \left\{ z \in \mathbb{C} : \text{Re } z \geq \xi, \ |\text{Im } z| \leq \frac{2C\|\text{Im } B\|_{Cb}}{1 - (-\xi)^{1/2}}(\text{Re } z - \xi)^{1/2} \right\}.
$$
(b) If \( b \leq 0 \) then there exists \( C > 0 \) such that

\[
W(A_{[B]}) \subset \left\{ z \in \mathbb{C} : \Re z \geq 0, \ |\Im z| \leq \frac{2C\|\Im B\|(Re z)}{(Re z)^{1/2} - Cb} \right\}.
\]

(c) For each \( w_0 < \min \sigma(A_N) \) and \( \nu \in (0, \pi) \) there exists \( C > 0 \) such that

\[
\sigma(A_{[B]}) \cap U_{w_0, \nu} \subset \{ z \in U_{w_0, \nu} : |z| \leq (C\|B\|)^2 \},
\]

where \( U_{w_0, \nu} \) is defined in (6.2).

Remark 10.4. Note that the operator \( A_{[B]} \) satisfies local matching conditions at all vertices if and only if the matrix \( B \) is diagonal, \( B = \text{diag}(b_1, \ldots, b_{|V|}) \). In this case \( \text{dom} A_{[B]} \) consists of all functions \( f \in H^1(G) \cap \tilde{H}^2(G) \) such that

\[
\partial_\nu f(v_j) = b_j f(v_j)
\]

holds for \( j = 1, \ldots, |V| \). These conditions describe \( \delta \)-couplings of strengths \( b_j \). They have been studied extensively in the literature in the self-adjoint case, i.e. for real \( b_1, \ldots, b_{|V|} \); see, e.g. [32,60,65,94,106].

Remark 10.5. In more specific situations the spectral estimates in Theorem 10.3 can be made more explicit. Let, for instance, \( G \) be combinatorially equal to the complete graph \( K_n \) with \( n = |V| \geq 2 \) vertices, that is, each two vertices are connected by precisely one edge; in particular, \( \deg(v_j) = n - 1 \) for \( j = 1, \ldots, |V| \). Moreover, let \( G \) be equilateral with \( L(e) = 1 \) for all \( e \in E \). It follows from (10.6) that the Weyl function \( M \) corresponding to the boundary triple in Proposition 10.1 satisfies

\[
(M(\lambda))^{-1} = \frac{\sqrt{\lambda}}{\sin \sqrt{\lambda}} \begin{pmatrix}
(n-1) \cos \sqrt{\lambda} & -1 & \cdots & -1 \\
-1 & \ddots & \ddots & \vdots \\
\vdots & \ddots & -1 \\
-1 & \cdots & -1 & (n-1) \cos \sqrt{\lambda}
\end{pmatrix}.
\]

A straightforward calculation yields that \( M \) is given by

\[
M(\lambda) = \frac{1}{\alpha(n, \lambda)} \begin{pmatrix}
d(n, \lambda) & 1 & \cdots & 1 \\
1 & \ddots & \ddots & \vdots \\
\vdots & \ddots & 1 \\
1 & \cdots & 1 & d(n, \lambda)
\end{pmatrix},
\]

where
\[
\alpha(n, \lambda) = \frac{\sqrt{\lambda}}{\sin \sqrt{\lambda}} \left[ \left( (n-1) \cos \sqrt{\lambda} - \frac{n-2}{2} \right)^2 - \frac{n^2}{4} \right],
\]
\[
d(n, \lambda) = (n-1) \cos \sqrt{\lambda} - (n-2).
\]

Since in this case \( M(\lambda) \) is a special case of a circulant matrix, its norm can be calculated and estimated explicitly for \( \lambda \in \mathbb{U}_{w_0, \nu} \).

The following example shows that the abstract spectral estimate in Corollary 5.10 cannot be improved in general.

**Example 10.6.** Let \( G \) be a star graph consisting of \(|E|\) infinite edges, i.e. each edge of \( G \) can be parameterized by the interval \([0, \infty)\) and there exists only one vertex \( v \), which satisfies \( o(e) = v \) for all \( e \in E \). Then for \( B \in \mathbb{C} \) the functions in the domain of the operator \( A_{[B]} \) in \( (10.14) \) are continuous at \( v \) and satisfy the condition

\[
- \sum_{e \in E} f'_e(0) = B f(v).
\]

If \( B \notin \mathbb{R} \) with \( \text{Re} \, B > 0 \) then \( A_{[B]} \) has \(-B^2/|E|^2\) as its only non-real eigenvalue, as an explicit calculation shows. On the other hand, by Proposition 10.1 (ii) we obtain that \( M(\lambda) = i|E|/\sqrt{\lambda} \) for all \( \lambda \in \mathbb{C} \setminus \mathbb{R} \), and Corollary 5.10 yields that

\[
\sigma(A_{[B]}) \cap (\mathbb{C} \setminus [0, \infty)) \subset \left\{ z \in \mathbb{C} \setminus [0, \infty) : |z| \leq \frac{|B|^2}{|E|^2} \right\}.
\]

This shows that Corollary 5.10 is sharp.
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