AN INVERSE PROBLEM OF CALDERÓN TYPE WITH PARTIAL DATA
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Abstract. A generalized variant of the Calderón problem from electrical impedance tomography with partial data for anisotropic Lipschitz conductivities is considered in an arbitrary space dimension \( n \geq 2 \). The following two results are shown: (i) The selfadjoint Dirichlet operator associated with an elliptic differential expression on a bounded Lipschitz domain is determined uniquely up to unitary equivalence by the knowledge of the Dirichlet-to-Neumann map on an open subset of the boundary, and (ii) the Dirichlet operator can be reconstructed from the residuals of the Dirichlet-to-Neumann map on this subset.

1. Introduction and main results

Let \( \mathcal{L} \) be a uniformly elliptic and formally symmetric second order differential expression of the form

\[
\mathcal{L} = -\sum_{j,k=1}^{n} \partial_j a_{jk} \partial_k + \sum_{j=1}^{n} (a_j \partial_j - \partial_j a_j) + a
\]

with variable coefficients on a bounded Lipschitz domain \( \Omega \) in \( \mathbb{R}^n \), \( n \geq 2 \). The main objective of the present paper is to show that the selfadjoint Dirichlet operator

\[
A u = \mathcal{L} u, \quad \text{dom} A = \{ u \in H^1_0(\Omega) : \mathcal{L} u \in L^2(\Omega) \}
\]

(1.2)

associated with \( \mathcal{L} \) in \( L^2(\Omega) \) is uniquely determined by a local variant of the Dirichlet-to-Neumann map on some open subset \( \omega \) of the boundary \( \partial \Omega \), and that \( \mathcal{A} \) can be reconstructed from the residuals of this partial Dirichlet-to-Neumann map. Here the Dirichlet-to-Neumann map \( M(\lambda) \) is defined by

\[
M(\lambda) : H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega), \quad u_\lambda|_{\partial \Omega} \mapsto \partial_\mathcal{L} u_\lambda|_{\partial \Omega},
\]

(1.3)

where \( u_\lambda \in H^1(\Omega) \) is a solution of \( \mathcal{L} u = \lambda u \) and \( \partial_\mathcal{L} u_\lambda|_{\partial \Omega} \) denotes the conormal derivative of \( u \) at \( \partial \Omega \). The mapping \( M(\lambda) \) is well-defined for all \( \lambda \) in the resolvent set \( \rho(\mathcal{A}) \) of \( \mathcal{A} \); see Section 2 for further details.

The above inverse problem is closely connected to and inspired by the famous Calderón problem from electrical impedance tomography, where the aim is to determine the isotropic conductivity \( \gamma \) of an inhomogeneous body from current and voltage data measured on the surface or on parts of it. The classical Calderón problem corresponds to the special case \( a_{jk} = \gamma \delta_{jk}, a_j = a = 0, 1 \leq j, k \leq n \), in (1.1), and the knowledge of \( M(\lambda) \) on \( \partial \Omega \) or \( \omega \subset \partial \Omega \) for some \( \lambda \) or at \( \lambda = 0 \); see [20].

The Calderón problem has been a major challenge in the field of inverse problems for PDEs in the last three decades. The first positive results were obtained for \( \omega = \partial \Omega \) using only Dirichlet and Neumann data for \( \lambda = 0 \) in the pioneering work [67] in dimension \( n \geq 3 \) and smooth \( \gamma \), see also [59] for \( \gamma \in C^{1,1}(\Omega) \) and [56] for the reconstruction of \( \gamma \) from the boundary measurements. In the two-dimensional case the first main contribution was the solution of the problem for \( \gamma \in W^{2,p}(\Omega) \) in [57]; later in [10] conductivities in \( L^\infty(\Omega) \) were allowed. For partial data given
only on special subsets of $\partial \Omega$ uniqueness was shown in the recent works [19, 45] for a $C^2$-function $\gamma$ and a reconstruction method was provided in [58], see also [41] for a generalization in the two-dimensional case. Also the more general case of an anisotropic conductivity $(a_{jk})_{j,k=1}^n$ has been investigated; in this situation, the single coefficients are in general not uniquely determined. Nevertheless, uniqueness up to diffeomorphisms was first shown for real-analytic coefficients assuming knowledge of $M(0)$ in [51] in dimension $n \geq 3$ and in [66, 68] for $n = 2$; more general cases were treated in [9, 27, 65]. In the publications [49, 50] the related problem of determining a real-analytic Riemannian manifold from the given Dirichlet and Neumann boundary data on arbitrary open subsets of $\partial \Omega$ was considered. There uniqueness up to isometry in $n \geq 3$ and uniqueness of the conformal class in $n = 2$ was shown for partial data supported in an open subset of $\partial \Omega$; see also [13, 14, 27, 43, 44, 47] for closely related problems as, e.g., the multidimensional Gelfand inverse spectral problem and inverse problems for the wave equation with elliptic data. For a detailed recent review and further references we also refer to [69].

The aim of the present paper is to prove somewhat different, milder types of uniqueness and reconstruction results in space dimension $n \geq 2$ for partial data given on an open subset $\omega$ of $\partial \Omega$. Since the coefficients of $\mathcal{L}$ are not uniquely determined in general we focus on the selfadjoint Dirichlet operator (1.2) associated with $\mathcal{L}$ on $\Omega$. In return this point of view onto the problem allows us to consider the more general differential expression (1.1) and to impose, in an arbitrary space dimension $n \geq 2$, the following comparatively weak assumptions on the coefficients of $\mathcal{L}$.

**Assumption 1.1.** The coefficients $a_{jk}$ and $a_j$ are bounded Lipschitz functions on $\overline{\Omega}$ satisfying $a_{kj} = a_{jk}$, $1 \leq j, k \leq n$, and $a \in L^\infty(\Omega)$ is real-valued. Moreover, $\mathcal{L}$ is uniformly elliptic, i.e.,

$$
\sum_{j,k=1}^n a_{jk}(x)\xi_j\xi_k \geq C \sum_{k=1}^n \xi_k^2
$$

holds for some $C > 0$, all $\xi = (\xi_1, \ldots, \xi_n)^T \in \mathbb{R}^n$ and $x \in \overline{\Omega}$.

Furthermore, we impose the following conditions on the domain $\Omega$ and the subset $\omega$ of the boundary $\partial \Omega$ where Dirichlet and Neumann data is assumed to be given.

**Assumption 1.2.** $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^n$, $n \geq 2$, and $\omega$ is a nonempty, open subset of the boundary $\partial \Omega$.

The following two theorems on uniqueness and reconstruction of the Dirichlet operator $A$ in (1.2) from the knowledge of the Dirichlet-to-Neumann map on $\omega \subseteq \partial \Omega$ are the main results in the present paper. The usual duality between $H^{1/2}(\partial \Omega)$ and $H^{-1/2}(\partial \Omega)$ is denoted by $(\cdot, \cdot)$.

**Theorem 1.3.** Let $\Omega$ and $\omega$ be as in Assumption 1.2, and let $\mathcal{L}_1$ and $\mathcal{L}_2$ be differential expressions on $\Omega$ of the form (1.1) with coefficients $a_{jk,1}$, $a_{j,1}$, $a_1$ and $a_{jk,2}$, $a_{j,2}$, $a_2$ satisfying Assumption 1.1. Denote by $A_1$, $A_2$, and $M_1$, $M_2$ the corresponding Dirichlet operators and Dirichlet-to-Neumann maps, respectively. Assume that

$$
(M_1(\lambda)\varphi, \psi) = (M_2(\lambda)\varphi, \psi) \quad \varphi, \psi \in H^{1/2}(\partial \Omega), \text{ supp } \varphi, \psi \subset \omega,
$$

holds for all $\lambda \in \mathcal{D}$, where $\mathcal{D} \subseteq \rho(A_1) \cap \rho(A_2)$ is a set of points which has an accumulation point in $\rho(A_1) \cap \rho(A_2)$. Then $A_1$ and $A_2$ are unitarily equivalent.

We point out that Theorem 1.3 is a “mild” uniqueness result in the sense that even in the special case $a_{jk} = \gamma \delta_{jk}$, $a_j = a = 0$, $1 \leq j, k \leq n$ and $\omega = \partial \Omega$ in the classical Calderón problem it does not imply uniqueness of $\gamma$ as shown in
where \( \tau \ker(A - \lambda) = \text{ran} \left( \tau_k^{-1} \circ \text{Res}_{\lambda_k}^\omega M \right) \), where \( \tau_k \) denotes the restriction of the Neumann trace operator \( u \mapsto \partial_\omega u |_{\omega} \) onto \( \ker(A - \lambda_k) \). In particular, there exist \( \varphi_1^{(k)}, \ldots, \varphi_{n(k)}^{(k)} \in H^{1/2}(\partial \Omega) \) with support in \( \omega \), such that the functions

\[
e^{(k)}_i := \tau_k^{-1} (\text{Res}_{\lambda_k}^\omega M) \varphi_i^{(k)}, \quad i = 1, \ldots, n(k),
\]

form an orthonormal basis of \( \ker(A - \lambda_k) \) and \( A \) can be represented in the form

\[
Au = \sum_{k=1}^{\infty} \sum_{i=1}^{n(k)} \lambda_k \langle (u, e_i^{(k)})_{L^2(\Omega)} \rangle e_i^{(k)}, \quad u \in \text{dom} A.
\]

The proofs of our uniqueness and reconstruction results are based on the powerful interplay of modern operator theory with classical PDE techniques, as, e.g., unique continuation results from \([7, 8, 40, 70]\). Some of the main ideas are inspired by abstract methods in extension and spectral theory of symmetric and selfadjoint operators as provided in \([2, 11, 12, 22, 23, 24, 25, 42, 48]\). Further operator theoretic approaches to elliptic boundary value problems and related questions via Dirichlet-to-Neumann maps or other analytic operator functions can also be found in the recent publications \([3, 4, 5, 16, 17, 18, 31, 33, 34, 35, 36, 63, 64]\). For general methods from extension theory of symmetric operators that are applied to elliptic PDEs we also refer to, e.g., \([6, 30, 32, 37, 54, 60, 61]\), the monographs \([29, 38, 52, 55]\), and the references therein.

The main part of the present paper is devoted to the proofs of the two main results; along the proofs we show Proposition 2.5 and Proposition 2.7 on the eigenvalues and eigenspaces of the Dirichlet operator, as well as a density result in Lemma 2.6 which is of independent interest. The paper closes with a short appendix, which summarizes some basic facts on unbounded operators in Hilbert spaces and on Banach space-valued analytic functions.
2. Proofs of Theorem 1.3 and Theorem 1.4

In this section we give complete proofs of the uniqueness and reconstruction theorems from above. Instead of two single proofs the material is ordered in several smaller statements which then lead to the proofs of the main results.

We fix some notation first. By $H^s(\Omega)$ and $H^s(\partial\Omega)$ we denote the Sobolev spaces of order $s \geq 0$ on $\Omega$ and $\partial\Omega$, respectively, and by $H_0^s(\Omega)$ the closure of the set of $C^\infty$-functions with compact support in $\Omega$ with respect to the $H^s$-norm. Further, $H^{-s}(\partial\Omega)$ denotes the dual space of $H^s(\partial\Omega)$; the duality is expressed via

\[ (f, \varphi) = (f, \varphi) = (\varphi, f), \quad f \in H^{-s}(\partial\Omega), \quad \varphi \in H^s(\partial\Omega), \]

which extends the $L^2$ inner product. For the Lipschitz domain $\Omega$ we write $u|\partial\Omega \in H^{1/2}(\partial\Omega)$ for the trace of $u \in H^1(\Omega)$ at the boundary $\partial\Omega$ and $\partial\mathcal{L}u|\partial\Omega \in H^{-1/2}(\partial\Omega)$ for the conormal derivative or Neumann trace of $u$ at $\partial\Omega$ (with respect to the differential expression $\mathcal{L}$), see, e.g., [55, Chapter 4] for more details. Recall further that $H^1_0(\Omega)$ coincides with the kernel of the trace operator $u \mapsto u|\partial\Omega$ on $H^1(\Omega)$. In order to define a restriction of the conormal derivative to the nonempty, open subset $\omega \subset \partial\Omega$ let

\[ H^{1/2}_0(\partial\Omega) = \{ \varphi \in H^{1/2}(\partial\Omega) : \text{supp} \varphi \subset \omega \} \]

be the linear subspace of $H^{1/2}(\partial\Omega)$ which consists of functions with support in $\omega$. The restriction $\partial\mathcal{L}u|\omega$ of the Neumann trace $\partial\mathcal{L}u|\partial\Omega$ to $\omega$ is defined as

\[ (\partial\mathcal{L}u|\omega)(\varphi) := (\partial\mathcal{L}u|\partial\Omega)(\varphi) = (\partial\mathcal{L}u|\partial\Omega, \varphi), \quad \varphi \in H^{1/2}(\partial\Omega). \]

Let us recall some well-known properties of the Dirichlet operator associated to $\mathcal{L}$, which can be found in, e.g., [29, Chapter VI] and [55, Chapter 4].

**Proposition 2.1.** The Dirichlet operator $A$ in (1.2) is a selfadjoint operator in $L^2(\Omega)$ and its spectrum $\sigma(A)$ consists of isolated (real) eigenvalues with finite-dimensional eigenspaces. The Dirichlet eigenvalues accumulate to $+\infty$ and are bounded from below.

The next lemma shows that the Dirichlet-to-Neumann map and the Poisson operator in Definition 2.3 below are well-defined.

**Lemma 2.2.** For all $\lambda$ in the resolvent set $\rho(A)$ of $A$ and all $\varphi \in H^{1/2}(\partial\Omega)$ there exists a unique solution $u_\lambda \in H^1(\Omega)$ of the boundary value problem

\[ \mathcal{L}u = \lambda u, \quad u|\partial\Omega = \varphi. \]

In particular, for all $\lambda \in \rho(A)$ the Dirichlet-to-Neumann map $M(\lambda)$ in (1.3) is well-defined.

**Proof.** Let $\lambda \in \rho(A)$ and $\varphi \in H^{1/2}(\partial\Omega)$. Then the homogeneous problem

\[ (\mathcal{L} - \lambda)u = 0, \quad u|\partial\Omega = 0, \]

has only the trivial solution, and by [55, Theorem 4.10] it follows that the inhomogeneous problem (2.4) has a unique solution. \qed

Besides the Dirichlet-to-Neumann map a Poisson operator which maps functions on $\partial\Omega$ onto the corresponding solutions of (2.4) will play an important role.

**Definition 2.3.** Let $\lambda \in \rho(A)$. The Poisson operator is defined by

\[ \gamma(\lambda) : H^{1/2}(\partial\Omega) \to L^2(\Omega), \quad u_\lambda|\partial\Omega \mapsto u_\lambda, \]

where $u_\lambda \in H^1(\Omega)$ is the unique solution of (2.4) with $\varphi = u_\lambda|\partial\Omega$. The range of the restriction of the Poisson operator to $H^{1/2}(\partial\Omega)$ is denoted by $\mathcal{N}_\lambda$,

\[ \mathcal{N}_\lambda = \{ u \in H^1(\Omega) : \mathcal{L}u = \lambda u, \text{supp}(u|\partial\Omega) \subset \omega \}. \]
The operator \( \gamma(\lambda) \) is well-defined for each \( \lambda \in \rho(A) \) by Lemma 2.2 and the relation \( M(\lambda)\varphi = \partial_L(\gamma(\lambda)\varphi)|_{\partial \Omega} \) holds for all \( \varphi \in H^{1/2}(\partial \Omega) \). Some properties and formulas for the Poisson operator and the Dirichlet-to-Neumann map will be given in the next lemma. Its proof is essentially based on the second Green identity

\[
(\mathcal{L}u, v) - (u, \mathcal{L}v) = (u|_{\partial \Omega}, \partial_L v|_{\partial \Omega}) - (\partial_L u|_{\partial \Omega}, v|_{\partial \Omega})
\]

for \( u, v \in H^1(\Omega) \) satisfying \( \mathcal{L}u, \mathcal{L}v \in L^2(\Omega) \), see, e.g., [55]. Here \((\cdot, \cdot)\) on the left hand side denotes the inner product in \(L^2(\Omega)\) and on the right hand side the duality between \(H^{-1/2}(\partial \Omega)\) and \(H^{1/2}(\partial \Omega)\); cf. (2.1). In the following it will be clear from the context whether the entries in \((\cdot, \cdot)\) are functions on \( \Omega \) or \( \partial \Omega \), respectively, so that no confusion can arise. We remark that in a more abstract setting statements of similar form as in Lemma 2.4 can be found in, e.g., [11, Proposition 2.6], [23, § 1], and [48, § 2].

**Lemma 2.4.** Let \( \lambda, \mu \in \rho(A) \), let \( \gamma(\lambda), \gamma(\mu) \) be the Poisson operators and let \( M(\lambda), M(\mu) \) be the Dirichlet-to-Neumann maps. Then the following statements (i)-(iv) hold.

(i) \( \gamma(\lambda) \) is bounded and the adjoint operator \( \gamma(\lambda)^* : L^2(\Omega) \to H^{-1/2}(\partial \Omega) \) is given by

\[
\gamma(\lambda)^*u = -\partial_L ((A - \overline{\lambda})^{-1}u)|_{\partial \Omega}, \quad u \in L^2(\Omega).
\]

(ii) \( \gamma(\lambda) \) and \( \gamma(\mu) \) satisfy the identity

\[
\gamma(\lambda) = (I + (\lambda - \mu)(A - \lambda)^{-1}) \gamma(\mu).
\]

(iii) The Poisson operators and the Dirichlet-to-Neumann maps are connected via

\[
(\overline{\mu} - \lambda)(\gamma(\lambda)\varphi, \gamma(\mu)\psi) = (M(\lambda)\varphi, \psi) - (\varphi, M(\mu)\psi),
\]

and, in particular, \( (M(\lambda)\varphi, \psi) = (\varphi, M(\lambda)\psi) \) holds for all \( \varphi, \psi \in H^{1/2}(\partial \Omega) \).

(iv) \( M(\lambda) \) is bounded, the function \( \lambda \mapsto M(\lambda) \) is holomorphic on \( \rho(A) \), and the identity

\[
(M(\lambda)\varphi, \psi) = (\varphi, M(\lambda)\psi) + (\overline{\lambda}_0 - \lambda) \left( (I + (\lambda - \lambda_0)(A - \lambda)^{-1})\gamma(\lambda_0)\varphi, \gamma(\lambda_0)\psi \right)
\]

holds for all \( \lambda, \lambda_0 \in \rho(A) \) and \( \varphi, \psi \in H^{1/2}(\partial \Omega) \). In particular, every eigenvalue of \( A \) is either a pole of order one or a removable singularity of the mapping \( \lambda \mapsto M(\lambda) \).

**Proof.** (i) In order to verify the formula for \( \gamma(\lambda)^* \) we show first

\[
(\gamma(\lambda)\varphi, u) = (\varphi, -\partial_L ((A - \overline{\lambda})^{-1}u)|_{\partial \Omega}) \quad \text{for all } \varphi \in H^{1/2}(\partial \Omega), \; u \in L^2(\Omega).
\]

Let \( \varphi \in H^{1/2}(\partial \Omega) \), set \( u_\lambda = \gamma(\lambda)\varphi \) and let \( u \in L^2(\Omega) \). One finds by (2.7)

\[
(\gamma(\lambda)\varphi, u) = (u_\lambda, (I + \overline{\lambda}(A - \overline{\lambda})^{-1})u - (\lambda u_\lambda, (A - \overline{\lambda})^{-1}u)
\]

\[
= (u_\lambda, \mathcal{L}(A - \overline{\lambda})^{-1}u) - (\mathcal{L}u_\lambda, (A - \overline{\lambda})^{-1}u)
\]

\[
= (\partial_L u_\lambda|_{\partial \Omega}, (A - \overline{\lambda})^{-1}u|_{\partial \Omega}) - (u_\lambda|_{\partial \Omega}, \partial_L ((A - \overline{\lambda})^{-1}u)|_{\partial \Omega})
\]

\[
= (\varphi, -\partial_L ((A - \overline{\lambda})^{-1}u)|_{\partial \Omega}),
\]

where we have used \((A - \overline{\lambda})^{-1}u|_{\partial \Omega} = 0\) in the last equality. Then it follows with (2.1) from

\[
(\gamma(\lambda)^*u)(\varphi) = (u, \overline{\gamma(\lambda)\varphi}) = (u, \gamma(\lambda)\overline{\varphi}) = - (\partial_L ((A - \overline{\lambda})^{-1}u)|_{\partial \Omega})(\varphi)
\]
that $\gamma(\lambda)'$ acts as in the assertion and is defined on $L^2(\Omega)$. Moreover, the above reasoning also implies that $\gamma(\lambda)$ is closed and hence bounded by the closed graph theorem.

(ii) For $\lambda, \mu \in \rho(A)$, $\varphi \in H^{1/2}(\partial\Omega)$ and $u \in L^2(\Omega)$ we find by (i)

$$
(\gamma(\lambda)\varphi, u) - (\gamma(\mu)\varphi, u) = (\varphi, -\partial_L((A - \bar{\mu})(A - \bar{\lambda})^{-1}u)|_{\partial\Omega})
= (\gamma(\mu)\varphi, (\bar{\lambda} - \bar{\mu})(A - \bar{\lambda})^{-1}u)
= ((\lambda - \mu)(A - \lambda)^{-1}\gamma(\mu)\varphi, u).
$$

Hence we have $\gamma(\lambda)\varphi = \gamma(\mu)\varphi + (\lambda - \mu)(A - \lambda)^{-1}\gamma(\mu)\varphi$, which shows (ii).

(iii) Let $\lambda, \mu \in \rho(A)$ and $\varphi, \psi \in H^{1/2}(\partial\Omega)$, and set $u_\lambda = \gamma(\lambda)\varphi$ and $v_\mu = \gamma(\mu)\psi$. Again by (2.7) we find

$$(\bar{\mu} - \lambda)(\gamma(\lambda)\varphi, \gamma(\mu)\psi) = (u_\lambda, L v_\mu) - (L u_\lambda, v_\mu) = (M(\lambda)\varphi, \psi) - (\varphi, M(\mu)\psi).$$

(iv) From $(M(\lambda)\varphi, \psi) = (\varphi, M(\lambda)\psi)$ for $\lambda \in \rho(A)$ and $\varphi, \psi \in H^{1/2}(\partial\Omega)$ it follows that $M(\lambda) : H^{1/2}(\partial\Omega) \to H^{-1/2}(\partial\Omega)$ is closed and hence bounded by the closed graph theorem. Furthermore, by (iii) we have

$$(M(\lambda)\varphi, \psi) = (\varphi, M(\lambda_0)\psi) + (\bar{\lambda}_0 - \lambda)(\gamma(\lambda)\varphi, \gamma(\lambda_0)\psi),$$

which together with (ii) implies the formula in (iv). The remaining statement in (iv) follows from this and the corresponding properties of the resolvent of $A$, see also Appendix.

The statement in Lemma 2.4 (iv) on the singularities of $M$ and the eigenvalues of $A$ will be improved later in Corollary 2.8, where it turns out that the Dirichlet eigenvalues coincide with the poles of the meromorphic operator function $\lambda \mapsto M(\lambda)$ and its restriction on $\omega$.

The following proposition is essential for the proofs of our main results. It states that the restriction of the Dirichlet operator $A$ onto $\{u \in \text{dom} A : \partial_L u|_\omega = 0\}$ is an operator without eigenvalues. In an operator theoretic language this implies that this restriction is a simple symmetric operator. The main ingredient in the proof of Proposition 2.5 is a classical unique continuation theorem for solutions of second order elliptic differential inequalities, see, e.g., [70] and [7, 8, 40]. Moreover, the proof makes use of the sesquilinear form $\Phi_L(T, \cdot)$ induced by $L$ on $H^1(\Omega)$,

$$
\Phi_L(u, v) := \int_{\Omega} \left( \sum_{j,k=1}^n a_{jk} \partial_k u \cdot \overline{\partial_j v} + \sum_{j=1}^n (a_j \partial_j u) \cdot \overline{\sigma_j} + \pi_j u \cdot \overline{\partial_j v} + a u \overline{\sigma} \right) dx
$$

for $u, v \in H^1(\Omega)$, the corresponding Green identity

$$
(2.8) \quad \Phi_L(u, v) = (Lu, v) + (\partial_L u|_\omega, v|_\omega)
$$

for all $u, v \in H^1(\Omega)$ satisfying $Lu \in L^2(\Omega)$; see [55, Chapter 4].

**Proposition 2.5.** There exists no eigenfunction $u$ of the Dirichlet operator $A$ satisfying $\partial_L u|_\omega = 0$.

**Proof.** Let $\bar{\Omega} \supset \Omega$ be a bounded Lipschitz domain such that $\partial \Omega \setminus \omega \subset \partial \bar{\Omega}$ and $\bar{\Omega} \setminus \Omega$ contains an open ball $\mathcal{O}$. We extend the coefficients $a_{jk}, a_j$, and $a$ of the differential expression $L$ from (1.1) to functions $\tilde{a}_{jk}, \tilde{a}_j$, and $\tilde{a}$ on $\bar{\Omega}$ such that Assumption 1.1 holds for the corresponding differential expression $\tilde{L}$ in $\bar{\Omega}$ defined as in (1.1).

Assume that there exists $\lambda$ and $u \neq 0$ in the domain of the Dirichlet operator (1.2) with $Lu = \lambda u$ on $\Omega$ and $\partial_L u|_\omega = 0$. Since we have $u|_\partial \Omega = 0$, we can extend $u$ by
zero on \(\tilde{\Omega} \setminus \Omega\) to a function \(\tilde{u} \in H^1(\tilde{\Omega})\). Moreover, \(\tilde{\mathcal{L}}u \in L^2(\Omega)\) and \(\tilde{\mathcal{L}}u = \lambda\tilde{u}\) holds. In fact, we compute for \(\tilde{\varphi} \in C_0^\infty(\Omega)\)

\[
(\tilde{\mathcal{L}}u - \lambda\tilde{u})(\tilde{\varphi}) = \Phi_{\mathcal{L}}(u, \overline{\varphi}) - \lambda(u, \overline{\varphi}),
\]

where the left hand side is understood in the sense of distributions and the right hand side consists of integrals on \(\tilde{\Omega}\) with integrands vanishing outside of \(\Omega\). Denoting the restriction of \(\tilde{\varphi}\) to \(\Omega\) by \(\varphi\), it follows with the help of the first Green identity (2.8) that

\[
(\tilde{\mathcal{L}}u - \lambda\tilde{u})(\varphi) = \Phi_{\mathcal{L}}(u, \overline{\varphi}) - (\varphi, \mathcal{L}u, \overline{\varphi}) - \lambda(u, \overline{\varphi}).
\]

Since \(\mathcal{L}u = \lambda u\), \(\text{supp}(\overline{\varphi}|_{\partial\Omega}) \subset \omega\) and \(\partial_{\mathcal{L}}u|_\omega = 0\) we conclude together with (2.3)

\[
(\tilde{\mathcal{L}}u - \lambda\tilde{u})(\varphi) = (\varphi, \partial_{\mathcal{L}}u|_\omega, \overline{\varphi}|_{\partial\Omega}) = (\varphi, \overline{\varphi}|_{\partial\Omega}) = 0.
\]

Hence \(\tilde{\mathcal{L}}u \in L^2(\tilde{\Omega})\) and \(\tilde{\mathcal{L}}u = \lambda\tilde{u}\) hold; in particular, \(\tilde{u}\) is locally in \(H^2\), see, e.g., [55, Theorem 4.16]. Furthermore, we obtain

\[
- \sum_{j,k=1}^{n} \tilde{a}_{jk} \partial_j \partial_k \tilde{u} = (\lambda - \tilde{\lambda} + \sum_{j=1}^{n} \tilde{a}_j \tilde{a}_j) \tilde{u} + \sum_{j=1}^{n} \sum_{k=1}^{n} \partial_j \tilde{a}_{jk} - \tilde{a}_k \tilde{a}_k (\partial_k \tilde{u}).
\]

Since the functions \(\tilde{a}_{jk}\) and \(\tilde{a}_j\), \(1 \leq j, k \leq n\), together with their derivatives of first order as well as \(\tilde{u}\) are bounded on \(\Omega\) and \(\tilde{u} = 0\) on \(\tilde{\Omega} \setminus \Omega\) there exist constants \(\alpha\) and \(\beta\) such that

\[
(2.9) \quad \left| \sum_{j,k=1}^{n} \tilde{a}_{jk} \partial_j \partial_k \tilde{u} \right| \leq \alpha |\tilde{u}| + \beta \sum_{k=1}^{n} |\partial_k \tilde{u}|
\]

holds a.e. on \(\tilde{\Omega}\). As \(\tilde{u} = 0\) on \(\mathcal{O}\) it follows from the differential inequality (2.9) and classical unique continuation results that \(\tilde{u}\) vanishes identically on \(\tilde{\Omega}\); cf. [70]. In particular, we conclude \(u = 0\) on \(\Omega\), a contradiction, since \(u\) was chosen to be an eigenfunction of \(A\).

Our last preparatory lemma will establish, as a consequence of Proposition 2.5, a density statement on the ranges \(\mathcal{N}_\lambda\) of the Poisson operators \(\gamma(\lambda)\) in (2.4) restricted to \(H^1_\omega(\partial\Omega)\). Recall that \(\mathcal{N}_\lambda\) is the space of solutions \(u\) of the boundary value problem (2.4) which satisfy \(\text{supp}(u|_{\partial\Omega}) \subset \omega\).

**Lemma 2.6.** Let \(\mathcal{O} \subseteq \mathbb{C}^+\) be an open set and let \(\mathcal{O}^* = \{\lambda \in \mathbb{C} : \overline{\lambda} \in \mathcal{O}\}\). Then

\[
\text{span}\{\mathcal{N}_\lambda : \lambda \in \mathcal{O} \cup \mathcal{O}^*\} = \text{span}\{\gamma(\lambda) \varphi : \varphi \in H^{1/2}_\omega(\partial\Omega), \lambda \in \mathcal{O} \cup \mathcal{O}^*\}
\]

is a dense subspace of \(L^2(\Omega)\).

**Proof.** The proof consists of three separate steps. It makes use of two further operator realizations \(S\) and \(T\) of the differential expression \(\mathcal{L}\). We consider the restriction

\[
Su = \mathcal{L}u, \quad \text{dom } S = \{u \in H^1_\omega(\Omega) : \mathcal{L}u \in L^2(\Omega), \partial_{\mathcal{L}}u|_\omega = 0\},
\]

of the Dirichlet operator \(A\) in \(L^2(\Omega)\), which has no eigenvalues by Proposition 2.5, and we define the operator \(T\) in \(L^2(\Omega)\) by

\[
Tu = \mathcal{L}u, \quad \text{dom } T = \{u \in H^1(\Omega) : \mathcal{L}u \in L^2(\Omega), u|_{\partial\Omega} \in H^{1/2}_\omega(\partial\Omega)\}.
\]

It follows immediately that the Dirichlet operator \(A\) is a restriction of \(T\) and that the spaces \(\mathcal{N}_\lambda\) coincide with \(\ker(T - \lambda)\). In the first step of this proof we show that these spaces are dense in the spaces \(\ker(S^* - \lambda)\). In the second step, which can also be found in a different form in [46], a selfadjoint restriction of \(S\) in the orthogonal complement of \(\text{span}\{\mathcal{N}_\lambda : \lambda \in \mathcal{O} \cup \mathcal{O}^*\}\) is constructed. In the last step we then show that the spectrum of this selfadjoint operator is empty, which implies the assertion.
Step 1. In this step we show that \( N_\lambda = \ker(T - \lambda) \) are dense subspaces of \( \ker(S^* - \lambda), \lambda \in \mathcal{O} \cup \mathcal{O}^* \). For this we check first that \( S = T^* \) holds. In fact, for \( u \in \dom S \) and \( v \in \dom T \) the second Green identity (2.7) together with \( u|_{\partial \Omega} = 0 \), \( \partial \Omega u|_{\omega} = 0 \), and \( \supp(v|_{\partial \Omega}) \subset \omega \) implies
\[
(Tv, u) = (v, Lu) + (v|_{\partial \Omega}, \partial \Omega v|_{\partial \Omega}) - (\partial \Omega v|_{\partial \Omega}, u|_{\partial \Omega}) = (v, Lu);
\]
cf. (2.3). Hence \( u \in \dom T^* \) and \( T^* u = Lu = Su \) by the definition of the adjoint operator. For the converse inclusion let \( u \in \dom T^* \). From \( A \subseteq T \) we obtain \( T^* \subseteq A^* = A \) and therefore \( T^* u = Lu \) and \( u \in \dom A \). In particular, we have \( u \in H^1(\Omega), Lu \in L^2(\Omega) \), and \( u|_{\partial \Omega} = 0 \). It remains to show \( \partial \Omega u|_{\omega} = 0 \). For \( v \in \dom T \) we have \( \supp(v|_{\partial \Omega}) \subset \omega \) and from (2.3) and (2.7) we obtain
\[
(\partial v|_{\partial \Omega})|_{\partial \Omega} = (\partial \Omega v|_{\partial \Omega}, u|_{\partial \Omega}) = -(T^* u, v) - (u, Tv) + (u|_{\partial \Omega}, \partial \Omega v|_{\partial \Omega}) = 0.
\]
As \( \partial v|_{\partial \Omega} \) runs through \( H^{1/2}(\partial \Omega) \) as \( v \) runs through \( \dom T \), it follows \( \partial \Omega u|_{\omega} = 0 \), hence \( u \in \dom S \). We have shown \( T^* = S \). This implies \( T^{-1} = T^* = S^* \) and hence the spaces \( N_\lambda = \ker(T - \lambda) \) are dense in the spaces \( \ker(S^* - \lambda) \).

Step 2. In this step we show that the Hilbert space
\[
\mathcal{M} := \left\{ \text{span}\{N_\lambda : \lambda \in \mathcal{O} \cup \mathcal{O}^* \} \right\}^\perp
\]
is invariant for \( S \) and that \( S_M := S \upharpoonright (\mathcal{M} \cap \dom S) \) is a selfadjoint operator in \( \mathcal{M} \); cf. [46]. Observe first that by step 1 the symmetric operator \( S \in \mathcal{M} \) is closed and hence \( \ran(S - \lambda) \) is closed for all \( \lambda \in \mathbb{C} \setminus \mathbb{R} \); cf. Appendix. According to step 1 we also have
\[
\mathcal{M} = \left\{ \text{span}\{\ker(S^* - \lambda) : \lambda \in \mathcal{O} \cup \mathcal{O}^* \} \right\}^\perp = \bigcap_{\lambda \in \mathcal{O} \cup \mathcal{O}^*} \ran(S - \lambda).
\]
Let \( u \in \mathcal{M} \cap \dom S \). Then \( u \in \ran(S - \lambda) \) for all \( \lambda \in \mathcal{O} \cup \mathcal{O}^* \), i.e., for each \( \lambda \in \mathcal{O} \cup \mathcal{O}^* \) there exists \( u_\lambda \in \dom S \) such that \( (S - \lambda)u_\lambda = u \) holds. This implies
\[
Su = (S - \lambda)u_\lambda = (S - \lambda)Su_\lambda \in \ran(S - \lambda)
\]
for each \( \lambda \in \mathcal{O} \cup \mathcal{O}^* \) and hence \( Su \in \mathcal{M} \). Therefore, \( S_M = S \upharpoonright (\mathcal{M} \cap \dom S) \) is an operator in \( \mathcal{M} \) and since \( S \) is symmetric we conclude that the restriction \( S_M \) is a symmetric operator in \( \mathcal{M} \). For the selfadjointness of \( S_M \) in \( \mathcal{M} \) it is sufficient to show
\[
\ran(S_M - \nu) = \mathcal{M} = \ran(S_M - \pi) \quad \text{for some} \quad \nu \in \mathcal{O}.
\]
For this let \( u \in \mathcal{M} \). We claim that \( v := (S - \nu)^{-1}u \in \dom S \) belongs to \( \mathcal{M} \). In fact, for each \( \lambda \in \mathcal{O} \cup \mathcal{O}^*, \lambda \neq \nu \), the function
\[
v_\lambda := \frac{1}{\lambda - \nu} \left( (S - \lambda)^{-1} - (S - \nu)^{-1} \right) u
\]
satisfies \( (S - \lambda)v_\lambda = v \) and hence \( v \in \ran(S - \lambda) \) for all \( \lambda \in \mathcal{O} \cup \mathcal{O}^*, \lambda \neq \nu \). In order to check that also \( v \in \ran(S - \nu) \) holds, we choose a sequence \( (\lambda_n) \subseteq \mathcal{O}, \lambda_n \neq \nu \), which converges to \( \nu \). As above it follows that \( (S - \lambda_n)^{-1}u \in \ran(S - \lambda) \) for all \( \lambda \in \mathcal{O} \cup \mathcal{O}^*, \lambda \neq \lambda_n \), and, in particular, \( (S - \lambda_n)^{-1}u \in \ran(S - \nu) \). Since \( S \) is a closed symmetric operator the estimates \( \|S - \nu\|^{-1} \leq |\Im \lambda_n|^{-1} \) and \( \|S - \lambda_n\|^{-1} \leq |\Im \lambda_n|^{-1} \) hold, and hence
\[
v - (S - \lambda_n)^{-1}u = (S - \nu)^{-1}u - (S - \lambda_n)^{-1}u = (\nu - \lambda_n)(S - \nu)^{-1}(S - \lambda_n)^{-1}u
\]
implies
\[
v = \lim_{n \to \infty} (S - \lambda_n)^{-1}u.
\]
Since \( (S - \lambda_n)^{-1}u \in \ran(S - \nu) \) and \( \ran(S - \nu) \) is closed we conclude \( v \in \ran(S - \nu) \) from (2.12). We have shown \( v \in \mathcal{M} \). Moreover, \( (S_M - \nu)v = (S - \nu)v = u \) and,
hence, the first equality in (2.11) holds. The second equality in (2.11) follows in the same way. Therefore $S_M = S \upharpoonright (\mathcal{M} \cap \text{dom } S)$ is a selfadjoint operator in $\mathcal{M}$.

**Step 3.** It follows from step 2 that the operator $S$ can be written as the direct orthogonal sum $S_M \oplus S_{M^\perp}$ with respect to the decomposition $L^2(\Omega) = \mathcal{M} \oplus \mathcal{M}^\perp$, where $S_M$ is a selfadjoint operator in $\mathcal{M}$ and $S_{M^\perp} = S \upharpoonright (\mathcal{M}^\perp \cap \text{dom } S)$ is a closed symmetric operator in $\mathcal{M}^\perp$. Moreover, the selfadjoint Dirichlet operator $A$ admits the decomposition $A = S_M \oplus A_{M^\perp}$, where $A_{M^\perp}$ is a selfadjoint extension of $S_{M^\perp}$.

Since the spectrum of $A$ consists only of eigenvalues (see Proposition 2.1) the same holds for the spectrum of the selfadjoint part $S_M$. Clearly, each eigenfunction of $S_M$ is also an eigenfunction of $S = S_M \oplus S_{M^\perp}$, but by Proposition 2.5 this operator has no eigenfunctions. Therefore, the spectrum of the selfadjoint operator $S_M$ in $\mathcal{M}$ is empty which implies $\mathcal{M} = \{0\}$; cf. Appendix. Hence

$$L^2(\Omega) = \mathcal{M}^\perp = \text{span}\{\mathcal{N}_\lambda : \lambda \in \rho \cap \mathcal{O}^*\}$$

by (2.10), where $\text{span}$ denotes the closed linear span. This completes the proof of Lemma 2.6.

With these preparations we are ready to prove the uniqueness result Theorem 1.3.

**Proof of Theorem 1.3.** Let $\mathcal{L}_1$, $\mathcal{L}_2$ be elliptic differential expressions as in the theorem and let $A_1$, $A_2$ and $M_1$, $M_2$ be the corresponding selfadjoint Dirichlet operators and Dirichlet-to-Neumann maps, respectively. The associated Poisson operators from Definition 2.3 will be denoted by $\gamma_1(\lambda)$ and $\gamma_2(\lambda)$, respectively, $\lambda \in \rho(A_1) \cap \rho(A_2)$. Since $\mathcal{D} \subseteq \rho(A_1) \cap \rho(A_2)$ in Theorem 1.3 is a set with an accumulation point in the intersection of the domains of holomorphy of the functions $M_1$ and $M_2$ (see Lemma 2.4 (iv)), it follows that $M_1$ and $M_2$ coincide on $\omega$, i.e.,

$$\text{(2.13)} \quad (M_1(\lambda)\varphi, \psi) = (M_2(\lambda)\varphi, \psi), \quad \varphi, \psi \in H^{1/2}_w(\partial \Omega),$$

holds for all $\lambda \in \rho(A_1) \cap \rho(A_2)$, and, in particular, for all $\lambda \in \mathbb{C} \setminus \mathbb{R}$. Here $H^{1/2}_w(\partial \Omega)$ is the linear subspace of $H^{1/2}(\partial \Omega)$ which consists of functions with support in $\omega$; cf. (2.2).

Let in the following $\lambda, \mu \in \mathbb{C} \setminus \mathbb{R}$, $\lambda \neq \mu$. Lemma 2.4 (iii) and (2.13) yield

$$\text{(2.14)} \quad \gamma_1(\lambda)\varphi - \gamma_1(\mu)\psi = \frac{(M_1(\lambda)\varphi, \psi) - (\varphi, M_1(\mu)\psi)}{\mu - \lambda} = \frac{(M_2(\lambda)\varphi, \psi) - (\varphi, M_2(\mu)\psi)}{\mu - \lambda} = (\gamma_2(\lambda)\varphi - \gamma_2(\mu)\psi) \quad \forall \varphi, \psi \in H^{1/2}_w(\partial \Omega).$$

Next we define a linear mapping $V$ in $L^2(\Omega)$ on the domain $\text{dom } V = \text{span}\{\gamma_1(\lambda)\varphi : \varphi \in H^{1/2}_w(\partial \Omega), \lambda \in \mathbb{C} \setminus \mathbb{R}\}$ by

$$V : \sum_{j=1}^\ell \gamma_1(\lambda_j)\varphi_j \mapsto \sum_{j=1}^\ell \gamma_2(\lambda_j)\varphi_j, \quad \lambda_j \in \mathbb{C} \setminus \mathbb{R}, \quad \varphi_j \in H^{1/2}_w(\partial \Omega), \quad 1 \leq j \leq \ell.$$

Formula (2.14) yields that $V$ is a well-defined, isometric operator in $L^2(\Omega)$ with $\text{ran } V = \text{span}\{\gamma_2(\lambda)\varphi : \varphi \in H^{1/2}_w(\partial \Omega), \lambda \in \mathbb{C} \setminus \mathbb{R}\}$. By Lemma 2.6 the domain and range of $V$ are both dense subspaces of $L^2(\Omega)$, and hence the closure $U$ of $V$ in $L^2(\Omega)$ is a unitary operator in $L^2(\Omega)$. Obviously $U\gamma_1(\lambda)\varphi = \gamma_2(\lambda)\varphi$ holds for all $\lambda \in \mathbb{C} \setminus \mathbb{R}$ and $\varphi \in H^{1/2}_w(\partial \Omega)$. With the help of Lemma 2.4 (ii) one computes for $\lambda \neq \mu$

$$U(A_1 - \lambda)^{-1}\gamma_1(\mu)\varphi = \frac{U\gamma_1(\lambda)\varphi - U\gamma_1(\mu)\varphi}{\lambda - \mu} = (A_2 - \lambda)^{-1}U\gamma_1(\mu)\varphi.$$
for $\varphi \in H^{1/2}_{\omega}(\partial \Omega)$. From Lemma 2.6 we then conclude
\[ U(A_1 - \lambda)^{-1} = (A_2 - \lambda)^{-1} U \]
and therefore $UA_1 u = A_2 U u$ for all $u \in \text{dom } A_1$, that is, $A_1$ and $A_2$ are unitarily equivalent.

The next proposition is the key ingredient in the proof of the reconstruction result Theorem 1.4. Here the residual $\text{Res}_\lambda M : H^{1/2}_{\omega}(\partial \Omega) \to H^{-1/2}_{\omega}(\partial \Omega)$ of the Dirichlet-to-Neumann map at a pole $\lambda$ and a local version of it play the main role. Define the operator $\psi$ for all $\mu$ and some fixed Neumann trace operator on $\omega$

\[ (2.16) \quad \text{Res}_\lambda M \varphi \in H^{-1/2}_{\omega}(\partial \Omega), \quad \varphi \mapsto \text{Res}_\lambda M \varphi, \]

where $\text{Res}_\lambda M \varphi$ is the restriction of $\text{Res}_\lambda M \varphi \in H^{-1/2}_{\omega}(\partial \Omega)$ onto $H^{1/2}_{\omega}(\partial \Omega)$, i.e.,

\[ (2.16) \quad \text{Res}_\lambda M \varphi)(\psi) := (\text{Res}_\lambda M \varphi)(\psi) = (\text{Res}_\lambda M \varphi, \overline{\psi}), \quad \psi \in H^{-1/2}_{\omega}(\partial \Omega); \]

cf. the definition above Theorem 1.4 in the introduction. Note that in the special case $\omega = \partial \Omega$ the operators $\text{Res}_\lambda M$ and $\text{Res}_{\lambda}^{\omega} M$ coincide. It turns out that the Neumann trace operator on $\omega$ maps each eigenspace of the Dirichlet operator bijectively onto the range of the corresponding residual of the Dirichlet-to-Neumann map on $\omega$.

**Proposition 2.7.** For each $\lambda$ the mapping

\[ \tau_\lambda : \ker(A - \lambda) \to \text{ran } \text{Res}_\lambda M, \quad u \mapsto \partial_L u_{|\omega}, \]

is an isomorphism and, in particular,

\[ \text{ran } \text{Res}_\lambda M = \{ \psi : \text{there exists } u \in \ker(A - \lambda) \text{ such that } \partial_L u_{|\omega} = \psi \}. \]

As an immediate consequence of this proposition we obtain the following statement which complements Lemma 2.4 (iv).

**Corollary 2.8.** A point $\lambda_0$ is an eigenvalue of $A$ if and only if $\lambda_0$ is a pole of the Dirichlet-to-Neumann map on $\omega$. In this case the dimension of the eigenspace $\ker(A - \lambda_0)$ coincides with the dimension of the range of the operator $\text{Res}_{\lambda_0} M$.

**Proof of Proposition 2.7.** Note first that if $\lambda$ is not an eigenvalue of $A$, then the function $M$ is holomorphic at $\lambda$ by Lemma 2.4 (iv) and hence the residual $\text{Res}_\lambda M$ is zero. Therefore the assertion holds in this case.

In the following let $\lambda (\in \mathbb{R})$ be an eigenvalue of $A$ and let $\tau_\lambda u = \partial_L u_{|\omega}$ be the Neumann trace operator on $\omega$ on $\ker(A - \lambda)$ defined in (2.3). For $u \in \ker(A - \lambda)$ and some fixed $\mu \in \mathbb{C} \setminus \mathbb{R}$ we obtain for all $\psi \in H^{1/2}_{\omega}(\partial \Omega)$ by Lemma 2.4 (i)

\[ (2.17) \quad (\tau_\lambda u)(\psi) = (\partial_L u_{|\partial \Omega}, \overline{\psi}) = (\partial_L ((A - \overline{\mu})^{-1} Au - (A - \overline{\mu})^{-1} \overline{\mu} u)_{|\partial \Omega}, \overline{\psi}) = ((\lambda - \overline{\mu})\partial_L ((A - \overline{\mu})^{-1} u)_{|\partial \Omega}, \overline{\psi}) = ((\lambda - \mu)\gamma(\mu)' u, \overline{\psi}). \]

Let us show that $\tau_\lambda$ is injective. Assume there exists $u \in \ker(A - \lambda)$, $u \neq 0$, such that $\tau_\lambda u = 0$, that is,

\[ \gamma(\mu)' u = 0 \]

for all $\psi \in H^{1/2}_{\omega}(\partial \Omega)$ by (2.17). Since $u \neq 0$, also $(A - \overline{\mu})^{-1} u \neq 0$ holds, but

\[ (A - \lambda)(A - \overline{\mu})^{-1} u = (A - \overline{\mu})^{-1} (A - \lambda) u = 0 \]

implies that $(A - \overline{\mu})^{-1} u$ is an eigenfunction of $A$ with vanishing Neumann trace on $\omega$ by (2.18). This contradicts Proposition 2.5. Hence $\tau_\lambda$ is injective.

Next we show that $\tau_\lambda$ maps onto $\text{ran } \text{Res}_\lambda M$, which by (2.17) is equivalent to

\[ \text{ran } \text{Res}_\lambda M = \text{ran } (\gamma(\mu)' \upharpoonright \ker(A - \lambda)). \]
The inclusion $\subseteq$ in (2.19) will be shown first. For this denote by $E_\lambda$ the spectral projection onto the eigenspace $\ker(A - \lambda)$ of $A$. Let $\eta \in \mathbb{C} \setminus \mathbb{R}$, $\eta \neq \pi$, and $\mathcal{O}$ be an open ball centered in $\lambda$ such that $\mathcal{O}$ does not contain any further eigenvalues of $A$ and $\mu, \eta \notin \overline{\mathcal{O}}$. Denote by $\Gamma_\lambda$ the boundary of $\mathcal{O}$ and write the spectral projection $E_\lambda$ as a Cauchy integral; cf. Appendix. For $\varphi, \psi \in H^{1/2}(\partial \Omega)$ we obtain with the help of Lemma 2.4 (ii) and (iii)

$$(E_\lambda \gamma(\eta) \varphi, \gamma(\mu) \psi) = -\frac{1}{2\pi i} \int_{\Gamma_\lambda} ((A - \zeta)^{-1} \gamma(\eta) \varphi, \gamma(\mu) \psi) d\zeta$$

$$= -\frac{1}{2\pi i} \int_{\Gamma_\lambda} \left( \frac{1}{\zeta - \eta} (\gamma(\zeta) \varphi, \gamma(\mu) \psi) - \frac{1}{\zeta - \eta} (\gamma(\eta) \varphi, \gamma(\mu) \psi) \right) d\zeta$$

$$= \frac{1}{2\pi i} \int_{\Gamma_\lambda} \left( (M(\zeta) \varphi, \psi) (\eta - \zeta)(\pi - \zeta) + (\varphi, M(\mu) \psi) (\eta - \zeta) + (\gamma(\mu) \varphi, \gamma(\mu) \psi) (\pi - \eta)(\pi - \eta) \right) d\zeta;$$

cf. [26, §1.1]. Note that the second and third fraction in the integral are holomorphic in $\mathcal{O}$ as functions of $\zeta$ and hence can be neglected. In the remaining fraction, we develop the function $\zeta \mapsto M(\zeta)$ into a Laurent series at $\lambda$. Since this function has a pole at, at most, order one in $\lambda$, see Lemma 2.4 (iv) and the Appendix, we obtain

$$(E_\lambda \gamma(\eta) \varphi, \gamma(\mu) \psi) = \frac{1}{2\pi i} \int_{\Gamma_\lambda} (\Res_{\lambda} M \varphi, \psi) (\eta - \lambda)(\pi - \lambda)(\pi - \zeta) d\zeta = (\Res_{\lambda} M \varphi, \psi),$$

where Cauchy’s integral formula was used in the second equality. Therefore we have

$$(\Res_{\lambda} M \varphi, \psi) = (\eta - \lambda)(\pi - \lambda)(E_\lambda \gamma(\eta) \varphi, \gamma(\mu) \psi)$$

and hence, in particular,

$$(2.20) \quad (\Res_{\lambda} M \varphi, \psi) = (\eta - \lambda)(\pi - \lambda)(E_\lambda \gamma(\eta) \varphi, \gamma(\mu) \psi), \quad \varphi \in H^{1/2}(\partial \Omega);$$

cf. (2.15) and (2.16). This shows the inclusion $\subseteq$ in (2.19).

In order to show the inclusion $\supseteq$ in (2.19) let $u \in \ker(A - \lambda)$ and $\varepsilon > 0$. Since $\gamma(\mu)'E_\lambda$ is bounded by Lemma 2.4 (i), there exists $\delta > 0$ such that $\|u - v\| < \delta$ implies $\|\gamma(\mu)'E_\lambda u - \gamma(\mu)'E_\lambda v\| < \varepsilon$. Note that $E_\lambda u = u$ as $u \in \ker(A - \lambda)$. By Lemma 2.6 we find $\ell \in \mathbb{N}, \eta_j \in \mathbb{C} \setminus \mathbb{R}$, and $\varphi_j \in H^{1/2}(\partial \Omega)$, $1 \leq j \leq \ell$, such that

$$\left\| u - \sum_{j=1}^{\ell} \gamma(\eta_j) \varphi_j \right\| < \delta.$$  

Then we have

$$(2.21) \quad \left\| \gamma(\mu)'E_\lambda u - \gamma(\mu)'E_\lambda \sum_{j=1}^{\ell} \gamma(\eta_j) \varphi_j \right\| < \varepsilon$$

and from (2.20) and (2.21) we conclude

$$\left\| \gamma(\mu)'u - \sum_{j=1}^{\ell} \Res_{\lambda} M \varphi_j \right\| < \varepsilon,$$

that is, $\gamma(\mu)'u \in \overline{\operatorname{ran} \Res_{\lambda} M}$. The fact that $\ker(A - \lambda)$ is finite-dimensional (see Proposition 2.1) shows (2.19). Thus $\tau_\lambda$ is bijective and maps the finite-dimensional space $\ker(A - \lambda)$ onto $\operatorname{ran} \Res_{\lambda} M$, i.e., $\tau_\lambda$ is an isomorphism. $\square$

Theorem 1.4 is now essentially a consequence of Proposition 2.7.

**Proof of Theorem 1.4.** For the statement on the poles of $M$ see Corollary 2.8. In order to prove the representation of $A$ let us denote by $(\lambda_k)_k$ the sequence of
eigenvalues of $A$ and by $\tau_k$ the restriction of the Neumann trace operator onto the eigenspace $\ker(A - \lambda_k)$ from Proposition 2.7,  
\[ \tau_k = \tau_k : \ker(A - \lambda_k) \rightarrow \text{ran } \text{Res}_{\lambda_k}^n M, \quad u \mapsto \partial_\mathcal{C}u|_\omega. \]
Since by Proposition 2.7 $\tau_k$ is an isomorphism, the formula  
\[ \ker(A - \lambda_k) = \text{ran } (\tau_k^{-1} \circ \text{Res}_{\lambda_k}^n M) \]
for the eigenspace corresponding to the eigenvalue $\lambda_k$ follows immediately. In particular, we can choose $\varphi^{(k)}_1, \ldots, \varphi^{(k)}_{n(k)} \in H_{1/2}^2(\partial \Omega)$, $n(k) = \dim \ker(A - \lambda_k)$, such that the functions  
\[ e_i^{(k)} = \tau_k^{-1}(\text{Res}_{\lambda_k}^n M)\varphi_i^{(k)}, \quad 1 \leq i \leq n(k), \]
form an orthonormal basis in $\ker(A - \lambda_k)$. Then the orthogonal projection $E_k$ in $L^2(\Omega)$ onto $\ker(A - \lambda_k)$ is given by  
\[ E_k u = \sum_{i=1}^{n(k)} (u, e_i^{(k)}) e_i^{(k)}, \quad u \in L^2(\Omega). \]
Since the spectrum of $A$ consists only of eigenvalues with finite-dimensional eigenspaces we conclude that $A$ can be represented in the form  
\[ Au = \sum_{k=1}^{\infty} \lambda_k \sum_{i=1}^{n(k)} (u, e_i^{(k)}) e_i^{(k)}, \quad u \in \text{dom } A. \]

**Remark 2.9.** Since $M$ is a holomorphic operator function whose values are bounded operators from $H^{1/2}(\partial \Omega) \rightarrow H^{-1/2}(\partial \Omega)$ it is sufficient to assume knowledge of $M(\lambda)\varphi$ in Theorem 1.3 and Theorem 1.4 for $\varphi$ in an arbitrary dense subspace of $H_{1/2}^2(\partial \Omega)$ and $\lambda$ in a discrete set of points $\mathcal{D}$ with an accumulation point in $\rho(A)$. In particular, since the spectrum of $A$ is discrete, it is possible to choose $\mathcal{D}$ as a sequence in any nonempty, open subset of $\mathbb{R}$.

**APPENDIX**

In this appendix we recall some definitions and basic facts on (unbounded) operators in Hilbert spaces and Banach space-valued mappings, which can be found in, e.g., the monographs [1, 21, 28, 39, 62].

**Linear operators in Hilbert spaces.** Let $\mathcal{H}$ and $\mathcal{K}$ be Hilbert spaces with scalar products $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ and $\langle \cdot, \cdot \rangle_{\mathcal{K}}$, and let $T$ be a linear operator from $\mathcal{H}$ to $\mathcal{K}$. We write $\text{dom } T$, $\ker T$ and $\text{ran } T$ for the domain, kernel and range of $T$, respectively. The operator $T$ is said to be **closed** if its graph is a closed subspace of $\mathcal{H} \times \mathcal{K}$. If dom $T$ is dense in $\mathcal{H}$, then the **adjoint operator** $T^*$ is defined by $T^* g := \tilde{g}$, where  
\[ \text{dom } T^* = \{ g \in \mathcal{K} : \exists : \tilde{g} \in \mathcal{H} \text{ such that } (Tf, g)_{\mathcal{K}} = (f, \tilde{g})_{\mathcal{H}} \text{ for all } f \in \text{dom } T \}. \]
Observe that $T^*$ is a closed linear operator from $\mathcal{K}$ to $\mathcal{H}$. Moreover, dom $T^*$ is dense in $\mathcal{K}$ if and only if the closure $\overline{T}$ of (the graph of) $T$ is an operator, and in this case $\overline{T}^*$ coincides with $\overline{T}$.

Let $A$ be a linear operator in $\mathcal{H}$. Then $A$ is said to be **symmetric** if the relation $(Af, g)_{\mathcal{H}} = (f, Ag)_{\mathcal{H}}$ holds for all $f, g$ in dom $A$. If $A$ is densely defined, then $A$ is symmetric if and only if the adjoint operator $A^*$ is an extension of $A$, that is, dom $A \subseteq$ dom $A^*$ and $A^* f = Af$ holds for all $f \in$ dom $A$; in short $A \subseteq A^*$. If $A = A^*$ holds, then the operator $A$ is called **selfadjoint**. Recall that a symmetric operator $A$ is selfadjoint if and only if ran $(A - \lambda \mathbb{I}) = \mathcal{H}$ holds for some $\lambda \mathbb{I} \in \mathbb{C}$. 


and that for a closed symmetric operator $A$ and $\lambda \in \mathbb{C} \setminus \mathbb{R}$ the operator $(A - \lambda)^{-1}$ defined on the closed subspace $\text{ran}(A - \lambda)$ is bounded by $|\text{Im} \, \lambda|^{-1}$.

Let $S$ be a closed linear operator in $\mathcal{H}$. The resolvent set $\rho(S)$ consists of all $\lambda \in \mathbb{C}$ such that $(S - \lambda)^{-1}$ is a bounded operator defined on $\mathcal{H}$. Note that the set $\rho(S)$ is open in $\mathbb{C}$. The spectrum $\sigma(S)$ of $S$ is the complement of $\rho(S)$ in $\mathbb{C}$, in particular, $\sigma(S)$ contains the eigenvalues of $S$, i.e., the points $\lambda \in \mathbb{C}$ such that $\ker(S - \lambda) \neq \{0\}$ holds. Recall that for a symmetric operator $A$ in $\mathcal{H}$ the eigenvalues are real and that for a selfadjoint operator $A$ the whole spectrum $\sigma(A)$ is contained in $\mathbb{R}$. Moreover, by the spectral theorem the spectrum of a selfadjoint operator $A$ is empty if and only if the Hilbert space $\mathcal{H}$ is trivial.

**Holomorphic functions with values in Banach spaces.** Let $X$ be a Banach space and let $D \subseteq \mathbb{C}$ be an open set. If the function $m : D \to X$ is holomorphic on $D$ and $\mu \in \mathbb{C}$ is a pole of $m$, then the residual of $m$ at $\mu$ is

$$\text{Res}_\mu m = \frac{1}{2\pi i} \int_{\Gamma_\mu} m(\zeta) d\zeta,$$

where $\Gamma_\mu$ denotes a closed Jordan curve with interior $\mathcal{O}$ which contains $\mu$, such that $\mathcal{O} \setminus \{\mu\} \subseteq D$. Equivalently, $\text{Res}_\mu m$ is the first coefficient of negative order in the Laurent series expansion of $m$ at $\mu$. If $A$ is a selfadjoint operator in a Hilbert space $\mathcal{H}$, then $\lambda \mapsto R_A(\lambda) = (A - \lambda)^{-1}$ is a holomorphic function on $\rho(A)$ with values in the space of bounded linear operators in $\mathcal{H}$. Here each isolated point $\mu$ in $\sigma(A)$ is a pole of $R_A$ of order one and the orthogonal projection $E_\mu$ in $\mathcal{H}$ onto the eigenspace $\ker(A - \mu)$ is

$$E_\mu = -\text{Res}_\mu R_A = -\frac{1}{2\pi i} \int_{\Gamma_\mu} (A - \zeta)^{-1} d\zeta.$$
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